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REPORT R-700
MIT's ROLE IN PROJECT APOLLO

Final Report on Contracts
NAS 9-153 and NAS 9-4065

VOLUME V
THE SOFTWARE EFFORT -

ABSTRACT

Seventy-six days after the President of thé United States committed the nation
to a massive lunar-landing program, the Charles Stark Draper (formerly
Instrumentation) Laboratory of the Massachusetts Institute of Technology received
the first major contract of the Apollo program. This volume of the Final Report
discusses the efforts ofLabora-tory personnel in developing the specialized software
for the Guidance, Navigatioﬁ and Control System. Section I presents the historical
background of the software effort. Section II discusses the software architecture s
developed for the Apollo Guidance Computer, Section III treatsthe methods of tesf_ing
and verification of the flight progré_;n s, and the Laboratory's mission-support
activitieé. Four appendices present functional descriptions of some major-prvogram
capabilities—coasting-flight navigatioh, .targeting, powered-flight navigation and

guidance, and the digital autopilots,
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PREFACE

Rarely has mankind been so united aé in its awe at one man's step onto the
lunar surface. When Neil Armstrong placed his left foot in the dust of the moon,
engineers and scientists at the Massachusetts of Technology Instrumentation Labora-
~ tory felt a special pride for their significant contribution to this accomplishment in
the design of the Primary Guidance, Navigation and Control System for the Apollo
“spacecrafts. ‘

} This report discusses the efforts of Instrumentation Laboratory personnel in
- developing the special software for the Guidance, Navigation and Control System.
Although it is part of a multi-volume series documenting the total Project Apollo
efforts of the Instrumentation Laboratory, this section méy be read independently
of the other volumes; the authors intend it to be meaningful to the general reader
who may or may not have read the pre_céding volumes.

In January 1970, this facility‘ became the Charles Stark Draper Laborat'ory,
named in honor of its founder and current President. Throughout this report, "MIT"
and "Draper Laboratory" are used interchangeably, in reference to the former
Instrumentation Laboratory. |
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SECTION 1

HISTORY OF THE SOFTWARE EFFORT

1 1 Introduction

Seventy six days after John Fitzgerald Kennedy committed the United States
toparticipationin amassive lunar-landing program, the Instrumentation Laboratory
of the Massachusetts Institute of Technology received the first major contract of

" the Apollo program. Steps leading to this award, however, did not begin 25 May

1961 —the day of the President's special message to Congress; the footprints of

‘this history trace back at least several years earlier.

In the Fall of 1957, a group of scientists and engineers at MIT began the

investigation of a recoverable interplanetary_space vehicle. Under contract to the

U.S. Air Force, the MIT group collaborated with AVCO Corporation, the Reaction

Motors Division of Thiokol Chemical Corporation, and MIT's Lincoln Laboratory.

- As reported in the MIT/IL document R-235, "A Recoverable Interplanetary Space

Probe", this investigation established the feasibility of designing a vehicle which
would journey to a neighboring planet, take a high-resolution photograph there, and
return for recovery on earth. The investigators studied the navigational techniques -
and interplanetary orbits which would be required for a variety of such missions.
This study served to bring the engineering problems of interplanetary navigation,
attitude control, communications, reentry, and space exploration into sharp focus..
R-235 argued that the "early execution of a recoverable interplanetary space probe
is an effective means for advancing the state-of-the-art in self-contained interplane-
tary navigation and control needed for later scientific and military achievements".
Furthermore, the report stressed that the "successful physical recovery of a small

vehicle which has navigated itself around the solar system and which brings back

As explamed inthe Preface, the Laboratory was renamed the Charles Stark Draper
Laboratory in January 1970.



photographic evidence of its close and well-controlled passage by another planet is

certain to enhance the prestige of this nation'.

( Following the publication of the study in July 1959, the newly established
National Aeronautics and Space Administration undertook its first contract with the
Draper Laboratory. In September 1959, MIT agreed to investigate guidance and
navigation concepts for a variety of interplanetary missions. Placing emphasis on
unmanned missions, the Draper Laboratory devised a system for automatic guidance,
including the design of an automatic sextant. Upon completion of this contract in
March 1960, several months of discussion ensued between representatives of MIT
and NASA's Space Task Group, headquartered at Langley Field, Virginia. A second
study contract resulted, this one for another six-month effort: MIT was to present
a preliminary guidance and navigation design for a manned lunar-landing mission.
This study ran concurrently with several industry investigations of the overall Apoilo

‘spacecraft mission.

Although work on the preliminary guidance and navigation design for amanned

mission began in late 1960, the actual contract was not announced until 7 February
1961. Midway through the contractual period, President Kennedy declared that a
manned lunar landing and return would be a national goal for the 1960s. The
President's decision opened the way for formal contractual designations by NASA

for design, development and manufacture of the various Apollo spacecraft systems.

Thus, by the time of the Presidential message to Congress, the Draper
Laboratory had demonstrated scientific and engineering competence in three space
studies: theearlyrecoverable space-vehicle investigation; the six-month unmanned
guidance and navigation study; and the preliminary manned guidance and navigation
examination. Another factor which proved influential in NASA's assessment of MIT's
- capabilities was the Laboratory's responsibility for the design and development of
guidance and navigation systems for the Polaris guided missile. MIT's experience
with the U.S. Navy's Polaris project included engineering and managerial techniques
which, it appeared, might be implemented during Project Apollo. Indeed, during
~the month of July 1961, representatix}es of NASA and the Laboratory studied the
development and scheduling of the Polaris guidance and navigation system, from
original conception through production. The group plotted a rough schedule for a

similar program on Apollo. NASA representatives also expressed interest in MIT's



subcontractor philosophy on Polaris: through significant support by subcon'tractors',
the Draper Laboratory had been able to build up a working force and achieve
substantial results in a relatively short périod of time. Thus, though Project Apollo
would undoubtedly prove to be a much larger and more complex task than Polari's,

MIT had demonstrated achievement on a qualitatively similar project.

As a result of the preliminary manned guidance and navigation study, NASA's
Space Task Group recommendéd that the guidance and navigation portion of the Apollo
spacecraft mission be negotiated as a contract separate from the deveiopment of
the Apollo spacecraft. Shortly after this decision was made, and following a
noncompetitive, sole-source procurement procedure, the Space Task Group désig-’
nated MIT toimplement the guidance and navigétion system of the .Apoﬂllg spacecraft.
Announced 9 Augu_sf 1961, the first major Apollo contract awarded by NASA called
on MIT to conduct a Navigation and Guidance System Development Program which
‘would "meet the intermediate as well as the ultimate objectives of Project Apollo",’
and which would "provide a general on-board guidance capability for the various
earth-orbital and cislunar missions". |

Although, by the end of 1961, a great deal of theorizing and experimenting
had already been accomplished, and the major Apollo spacecraft Qontractors had
been chosen, a significant unknown remained to be answered:. how would men actually
land on the moon—and equally important, how would they return to earth? The
time had come to forecast the amount of rocket powef that could be achieved by the
end of the decade, to estimate how much weight_ thé- lunar surface could 'ac;tually

support, and to devise a means for leaving the moon after a safe landing.

By early 1962, three types of mission plans were being discussed by NASA
planners. These methods were called direét ascent, earth-orbit rendezvous (EOR)

and lunar-orbit rendezvous (LOR)

The direct- as‘cént scheme would place'a 150,000-1b manned spaceship directly
into lunar trajectory, using the boosting power of a still-to-be developed rocket
with an initial thrust of about 12 million lb. From lunar trajectory, the spacecraft
would enter lunar orbit; braking rockets would fire .and the vehicle would back down
toward the lunar sui"face. The same vehicle would later blast off the surfac‘e and

land back on earth from an earth orbit. But two problems faced this type of mission.’



First, there was considerable doubt that the neceSsary rocket power could be
harnessed by 1970. The so-called "Nova" would have required about twice as much
power as any rocket then being discussed. Second, planners were concerned that
so large a spacecraft might break through the lunar crust—or, indeed, that its high
center of gravity (the spacecraftitself would have measured about 90 ft) would cause
it to topple upon landing. ' ‘ '

/s :

A second method of lunar landing and earth return avoided the requirement
of so massive an initial rocket thrust. " Earth-orbit rendezvous would have placed
two payloads in orbit around the earth. First, a "tanker" rocket would be launched,
containing fuel that would eventually be fed into the second payload. After the tanker
had achieved its requisite orbit, the second payload would be launched; this would
be the manned Apollo spacecraft, propelled by a "Saturn V" rocket whose third
stage lacked the liquid-oxygen fuel necessary for the lunar trip. After the payloads
had rendezvoused, the spacecraft would dock with the tanker, and the fuel delivery
would be accomplished. The advantage of this method was that it involved rocket
power then considered likely by' the end of the decade. But the same problems of

landing on the lunar surface as faced the direct-ascent method still remained.

The third method of lunar landing at first appeared the least likely, probably
because it 1htu1t1ve1y seemed the most risky. A Saturn V rocket would propel an
Apollo vehlcle containing three astronauts, plus something new—a detachable craft
de51gned spemﬁcally for landing on the moon (e.g., it would possess a low center
of gravity and special landing "egs"). After stabilizing in earth orbit, the combined
spacecraft and landing vehicle would enter a lunar trajectory and finally stabilize
into a lunar orbit. At that point, two astronauts would move into the lunar landing
craft, detach it from the mother ship, and descend toward the fnbon's- surface, To
rejoin the ‘orbiting Apollo vehicle, the two astronauts would fire rockets for the
lunar craft to reinsert into lunar orbit, After the two vehicles had rendezvoused
and docked, the astronauts would reenter the main Apollo spacecraft, the landing
vehicle would be scut;cled, and the Apollo ship would fire its rockets for a return to
earth. , )

The differences between earth-orbit and lunar-orbit rendezvous were immense.
EOR plotted a rendezvous in earth orbit before embarking onto a lunar trajectory;

LOR involved rendezvous in lunar orbit after the actual landing. The idea of doing



a rendezvous (which itself at the time seemed a hazardous maneuver) so far away
from earth as planned in the LOR method was initially a frightening proposition.
Eventually, however, a team of Langley scientists and engineers demonstrated that, .
despite outward appearances, LOR would result in substantial savings in earth boost
requirements. In addition, it would offer substantial simplification in all phases of
arn_ission—development, testing, manufacture, erection, countdown, launch and flight
operations. 4 | ‘
_ /

With the selection of the lunar-orbit rendezvous method in July 1962, NASA
filled in the most significant void then facing the major Apollo contractors. The
myriad of scientists and engineers planning for man's eventual landing on the moon-
could now follow a specific plan. More specifically, the software effort ongoing at
MIT at last was able to proceed toward aspecific goal. Forthemost pérjc, conception
and development of the Guidance, Navigation and Control hardware did not depend
upon thé specific mission plan chosen; soffware, on the other hand, most assuredly -
- had beenhampered by the lack of adefinitive goal. Landing onthe moon and return'ing.
via lunar-orbit rendezvous—this was the Apollo mlss1on, the software effort could

now begin in earnest.

1.2 Software Programs for the Apollo Missions

The Draper Laboratory's software efforts éulr_ninated in a series of flight -
programs for the Apollo Primary Guidance, Navigation and Control System. Each
flight required its own set of software, defined by the mission objecﬁveé and
constraints. In gdeneral, howevér the flight programs were comprised of mission
programs and routines which remained rather fixed in approach and techmque
Thus, such mission programs as rendezvous, targeting and landmg are now part of
every lunar- landmg flight; their underlying technlques are relatlvely constant, but,

in general, control.data change with each mission.

Before work could begin on the first flight program—indeed, even before the
Apollo mission had been finalized—basic software techniques had to be developed.
Many of these early software efforts are brleﬂy discussed in Section 2.2.1. A
completed flight program represents the assembly of mission programs’and routines,
In common parlance, the compieted assembly of hard-wire fixed and erasable memory

is known as a "rope', a name taken from the weaving process by which the fixed

.



memory is manufactured; the result of this weavingvprocess actually resembles a
rope. ‘

An intriguing aspect of the rope developmental history is the means by which
the ropes acquired their given names. At first, virtually all of the rope names
derived from their association with the name given the entire lunar-landing mission .
—Apollo: Greek god of the sj;m*. Those early ropes without "SUN" in their name
generally related to astronomical phenomena: thus, ECLIPSE (developed at the time
of a major solar eclipse, in 1963), CORONA and AURORA. (RETREAD was an
efctensive‘ly revised version of SUNRISE.) Assigning the early rope names was the
treasured prerogative of those mbst intimately concerned with each rope's develop-i
ment. After the succession of the "SUN" names given the next ropes—SUNDIAL,
SUNSPOT, SUNBURST, SUNDISK and SUNDANCE (and SOLARIUM, with its direct
sun association, as well)—it became somewhat difficult to differentiate which of the
ropes were for the Command Module' and which were for the Lunar Module.
Accordingly, NASA requested, and MIT agreed, that all Command Module ropes-
begin with a "C", and all ropes for the Lunar Module with an "L". After a lively
intramural competition, the names finally chosen for the LM and CM series Were-
LUMINARY and COLOSSUS, respectively (but not until such names as "Lewis" and
"Clark" and ""Lemon" and "Coughdrop" had been, for more or less obvious reasons,
disqualified). ‘ ‘ ‘ ‘

The following sections summarize the deVelopmen_t of flight programs for the
Apollo'Guidance Computer (AGC). As the result of a NASA decision emanating
from a Guidance afnd Navigation éystém Indplementation Meeting (see Section 1.3.1.2),
MIT began digital-autopilot design in late 1964. Two decisions—to integrate an
autopilot function into the Guidance, Navigation and Cc')ntrol"Sys'te‘m,v and to enlarge
and redesign the AGC—occurred at about the same time, requiring software to fit
that computer. Thus, two basic designs of the AGC evdlved. Ropes for the earlier,
Block I computer, are discussed in Seétion 1.2.1. The next section discusses the
programs developqd tor the Block II AGC. Section 1.2.3 presents a summary of

the Apollo flights, including the names of the flight programs, the launch dates and

* . o - - ' :
No.satlsfactory explanation has yet been offered for naming a project aimed at

landing on the moon after the sun god. Apollo's sister, Diana (also called Artemis),

goddess of the moon, might well feel offended. '
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crews, and flight descriptions. Figure 1.2-1 depicts the interrelationship of the
Block I and Block II ropes discussed in Section 1.2.1 and 1.2.2.

1.2.1 Block I Rope Summary

ECLIPSE is generally ascribed as the first test program designed for use in
an early Block I Apollo Guidance Computer. ECLIPSE was, in fact, an assembly of
many fundamental routines. /It brought together such routines as the Executive,
Inte_rpretér and Waitlist. (See Section II for a description of the AGC éomputer
architecture.) In addition, ECLIPSE included Program PINBALL GAME BUTTONS
AND LIGHTS, which processes the buttons and illuminates the lights 6f the spacecraft's
Display and Keyboard. Because ECLIPSE was intended only as a test of the Block
I AGC, it contained no routines to exercise the Guidance, Navigation and Contrbl
System (GN&CS) hardware. . |

By adding fundamental guidance and navigation functions to ECLIPSE, MIT-
engineers designed and developed SUNRISE, the first G&N systems-test program
for the Block T computer. SUNRISE was the first Block I program suitable for
operation in a laboratory-based guidance system. Included in SUNRISE were such
G&N-specific routines as an IMU mode-switching program, interface-moniforing
programs, down telemetry, and routines to measure gyro-drift coefficients and the
bias and scale factors of the three accelerometers. SUNRISE also contained aprogra.‘nd '
for prelaunch alignment. Although not destined for an actual mission, SUNRISE
served as a building block for;the first flight prograims that followed. Programs
under'developmerflt could be interfaced with SUNRISE, and thus tested and changed

in a working computer environment.

The program designed for the first Apollo flight was known as CORONA; it
was used on the unhmanned mission, AS-202. CORONA interacted with an onboard
Mission Control Programmer, a series of relays connected to the computer interface
to simulate certain _'-aszcronaut functions. Also, CORONA included an earth-orbital

reentry program which served as the model for all future such programs,

Two developmental eidensions of CORONA occurred at about tﬁe same time.
The more straightforward evolution led to SOLARIUM, the flight program for the
unmanned missions, Apollo 4 and Apollo 6. SOLARIUM contained few major changes

.



from CORONA, except that rescaling occurred to replace the elliptical trajectory
of CORON A with parabolic and hyperbolic reentry trajectories for SOLARIUM.

The second evolution from CORONA led to SUNSPOT, the program intended
for what would have been the first manned mission, AS-204. The major change
represented by SUNSPOT allowed for elaborate astronaut-interface display pro-
grams. Whereas programs were sequenced automatically in the previous unmanned
missions, allowing inyacertgin preordained series of events, SUNSPOT introduced
the flexibility of astronaut selection of programs. Most of the automatic sequences
provided-in CORONA were removed in SUNSPOT.

1.2.2 Block II Rope Summary

Toagreat extént the development of programs for the Block II Apollo Guidance
'Computer resembled the path takenin developing the Block I programs (Fig. 1.2-1). ;
The most obvious differences resulted from the added presence of the Lunar Module.
(LM), which was to contain an Apollo Guidance Computer identical to that in the
Command Module (CM). Following the tesﬁng of a Block II program which contained
basic guidance and navigation functions, programs for the CM and LM computers

evolved simultaneously.

For theinitial development of a Block II program, the basic Block I systems~-
test programs were adapted and assembled into the rope appropriately known as
RETREAD. Because the Block IT computer contamed a larger and more powerful
instruction reperto1re than that of the Block I AGC, recoding of the basic Block I
programs resulted in increased speed and efficiency. Analogous to Block I's
ECLIPSE, Block II's RETREAD contained the system-software programs required
to test the potential of the computer—Executive, Waitlist;lnterpreter. As in ECLIPSE,

no provision for mission- or spacecraft-specific programs was included in RETREAD.

From RETREA]) evolved the main on-line ropes, beginning with AURORA.
In many ways equivalent in purpcse to the Block I SUNRISE, AURORA included
programs which interfaced with LM GN&CS hardware. AURORA included the
monitoring routmes for the Inertial Measurement Unit, prelaunch ahgnment pro-

grams, radar-manipulation routines, and various means to control the Display and



Keyboard logic, altitude and altitude-rate meters, and the turn-on and turn-off
processes. Like the Block I SUNRISE, AURORA provided a software environment

for testing and development of future ropes.

As an offshoot from AURORA, arope called SUNDIAL tested the GN&C System
for the Command Module. SUNDIAL naturally resembled AURORA, except that the
LM-specific functions of AURORA were replaced with the CM-specific functions of
SUNDIAL. SUNDIAL and AURORA both grew out of RETREAD and they "fathered"
twolines of flight programs specific, respectlvely, to the Command and Lunar Module

computers

The first rope for a manned mission using the Block IT AGC was SUNDISK,
developed for Apoilo 7. Although this progrem was developed for an earth-orbital
-flight, it contained many translunar prograins in their formative stages. COLOSSUS-
I, the rope for Apollo 8, the first mission to orbit the ‘moon, included operational
cislunar and return-to-earth ta_rgetlng and navigation programs. Apollo 8 orbited
the moon without a Lunar Module, however. CSM /LM rendezvous programs were
exercisedin earth orbitin COLOSSUS IA, the rope developed for the Apollo 9 mission.
COLOSSUS 11, developed for the Apollo 10 mission, allowed for the first CSM/LM
rendezvous in lunar orbit and included arevised model of the lunar-gravity potential.
COLOSSUS 114, flown on Apollo 11, was v1rtua11y the same as COLOSSUS II.

-~ Programs for the LM Apollo Guidance Cvomprut‘er evolved from'the;early
AURORA assembly. SUNBURST was developed for Apollo 5, an unmanned flight
test of the Lunar Module and its flight rope. The SUNDANCE rope was developed
for the first manned Lunar-Module flight, Apollo 9. Although the Apollo 9 mission
was strictly'earth-orbital, SUNDANCE exefciSed lunar-landing, lunar-ascent and
rendezvous routines for the first time.

Employing th‘e rope LUMINARY I, Apollo 10 marked the first low pass (to
50,000 ft) over thelunar surfacé byésoio LM. LUMIN ARY I represented arefinement
of SUNDANCE, and included scaling for the lunar descent. On 20 July 1969,
LUMINARY IA finally guided the Lunar Module to its safe touchdown on the moon's

surface, thus fulfilling the nation's commitment to a lunar landing in the 1960s.
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1.2.3 Overview of the Apollo Flights

Figurel.2-2 is asummary of the missions flown during Project Apollo, through.
the flight of Apollo 11. Included arethe flight name, the flight program(s) employed,
a description of the objectives, the launch date and the crew for each flight. For
thojse flights where two ropes are listed, the first is for the Command. Module and
the second for the Lunar Module*. '

s

1.3 Control of the Software Effort

This section describes the various means by which MIT's software activities
were monitored—internally, through several operating committees; and externally,
through formal contact with the customer, NASA. Linking these tip?as of control
was the Guidance System Operations Plan—a multi-volumed document that served
"several functions, including spe01flcat1on control of each succeeding mission fhght‘
plan. This document was prepared by the Draper Laboratory for NASA approval
and reflected the technical decisions emanating from internal and external monitoring
operations. Section 1.3.1 below discusses external control; Section 1.3.2 describes
the Guidance System Operations Plan; and Section 1.3.3 comments upoh other types
of control, including internal control. | V

1.3.1 Control by NASA

Much of NASA's control of; MIT's software activities occurred in the form of
regular series of meetings conducted among representatives of NASA, MIT, North
American Rockwell, Grumman Aircraft Engineering Corporation, and other relevant
contractors and subcontractors. 'These meetings served as avehicle for communica-
tions among. the prime contractors and the customer, and 'apparent‘ conflicts were
often settled through unhampered discourse. When contractors were unable to agree
on technical issues or future directioné, NASA would often use the forum of these

meetings to issue its decisions on such matters.

]

For an insight into all of the phases which comprise a lunar-landing mission, the
reader may choose at this time to continue with Section 2.2.2.
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1.3.1.1 G&N System Panel Meetings

The earliest series of discussions was known as G&N System Panel Meetings.

This series occurred from August 1962 through February 1964, under the direction
of the Apollo Systems Project Office of NASA/MSC. Participants represented NASA,
MIT, North American Rockwell, Grumman énd Bellcomm. Throughout this period,
three subseries of Panel Meetings met regularly, each focusing on a separate issue:
lunér-orbit operations of the Lunar and Command Modules; earth-orbit and cislunar
activities of both vehicles; and the reentry activities of the CSM. Through the medium
of vigorous discussion and debate, these meetings collated the technical decisions
being made in the design and development of the Guidance, Navigation and Control
System. ’

- -

1.3.1.2 G&N System Implementation Meetings

The next set of meetings served to define the required interfaces between the
GN&C System and the spacecraft. The Guidance and Navigation System Implementa-
tion Meetings were a means of negotiating the Interface Control Documents (ICDs)
which were binding upon all contractors. Implementation Meetings focusing on
interfaces for the CSM occurred from Juﬁe 1964 through February 1965. Implementa-
tion Meetings responsible for LM mterfaces occurred from September 1964 through
April 1966. In addition to phys1ca1 interfaces, among the topics discussed were
kinds of data being sent across the interfaces; the formating of data transmlssmn,
data rates; and accuracies of data.

The Implementation Meetings monitored the integration of guidance, navigation
and control. Out of these discussions came a decision which had a major impact
on MIT's Apollo responsibilities. Originally, the Apollo autopilot function had been
the responsibility of the Honeywell Corporation, under subcontract to North
American Rockwell, The Honeywell autopilot was analog and was deemed by the
N ASA monitors to lack the flexibility and versatility required for the complex Apollo
mission plan. Consequently, NASA directed the Draper Laboratory to develop a
digital autopilot which would have none of these limitations. The existing Block I
computer hardware did not have.sufficient storage capacity to accommodate an
addition of such import; however, at about this same period, another significant

decision was made to enlarge the computer capacity and at the same time make its
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computer architecture more powerful than had heretofore been possible. Therefore,
through the forum of the G&N System Implementation Meetings, the Block II Apollo

Guidance Computer and the digital autopilots were conceived.
1.3.1.3 Data Priority Meetings

As a means of relieving the problem of customer-contractor and inter-con-
tractor communications, the concept of Data Priority Meetings emerged in 1967,
The Planning and Analysis Division of NASA/MSC regularly gathers together the
flight crews, flight directors, flight controllers, various MSC software, hardware
and analytical specialists, and appropriate contractor representatives. There are
thus brought into a single room three significant components: those ngch qu'esfions;

- those with answers; and those with authority to render decisions.

The group meticulously reviews the guidance and control details for each
‘succeeding mission. Data Priority Meetings define how the various data can be
used and the priority which can be imposed to effect thenominal and backup execution

of each mission phase.

MIT's role is restricted to the Guidance, Navigation and Control System, but
this is one of the most co'mplex subsystems in the Apollo spacecraft. MIT's
representatives to the Data Priority Meetings oversee the Laboratory's follow-up
to each meeting. Questions ar’ising from these meetings elicit formal responses,

usually in the form of Mission Techniques Memoes.
1.3.1.4 "Tigef" Teams

A fourth type of NASA control of MIT's software activities occurred thorugh
a means less formal than that of an organized meeting. In late 1967, the Flight
Operations Directorate of NASA/MSC organized so-called ""Tiger" Teams to hasten
technical decisions on MIT's rendezvous and display techniques. The Tiger Teams
were aptly named, for despite their relatively informal approach, they were extremely
effective. The first Tiger Team spent several days in Cambridge in a successful
attempt to clarify the rendezvous displays and Aop.erations. Display‘interfaces between
the crew and the landing and rendezvbus maneuvers were determined, and rendezvous-
display compatibility (e.g., scaling, polarity) between the LM and the CM were
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established. Targeting programs were made consistent from one program to the
next. The second Tiger Team addressed itself to the same issues, but since the
decisions of greatest import had already been made, its impact was less pervasive

—hence, this Tiger Team was dubbed the "Pussycat" Team.
1.3.1.5 "Black Friday" Meetings

Shortly after MIT evidenced its disrhay over the rapidly-saturating fixed-
memory storage capacity of the AGC, joint MIT/NASA meetings were held to purge
the mission programs then under development of any routines deemed ' nonessentla
Three such meetings took place—on 13 May 1966, 13 January 1967 and 28 August
1967. These meetings became emotional because of disagreement about what was,
~in fact, nonessential. Nonetheless, difficult compromises resulted 1n the current
fixed-storage capacity being reduced sufficiently to allow inclusion of every essential

~routine.
1.3.2 GSOP Concept and History

Beginning with CORONA, the computer program for the AS-202 mission, a
document known as the Guidance System Operations Plan (GSOP) served as the
specification toward whigh the software efforts were directed. Development and
control of the GSOP were imporfant activities in planning the release of a flight
program. The format for the GSOP evolved through a series of discussions among
key personnel at NASA and the Draper Laboratory. During preparation of the
CORONA rope, several alternative mission profiles had been considered: orbital,
short-ranged suborbital, and long-ranged suborbital. MIT provided NASA with
estimates of navigational difficulty that might be encountered on each type of mission,
whereupon NASA chose the long-ranged suborbital trajectory. The CORONA GSOP
represented an integration of inputs from MIT, NASA and North American Rockwell
(the manufacturer of the CSM spacecraft), further defining the mechanics of achieving
such a trajectory. N'ASA reviewed the document, modified it where necessary, and

finally approved it as the specification for MIT's software effort.
In comparison to the GSOP format which would follow, the AS-202 document

was relatively informal, encompassing in one small volume the same type of

information which would later require six separate Avolunlles for each rope. The
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CORONA GSOP discussed the general descrip;cion of the mission, the logic diagra.ms
defining the operation of the Apollo Guidance Computer, the uplink and downlink
that would interface with the guidance system, and the guidance equations and routines
which MIT considered of potential interest to NASA.

Further evolution of the GSOP structure resulted from the additional require-
ments, constraints and capabilities of later missions. For instance, the SUNSPOT'
rope developed for the AS-204 mission was the first to allow for manned Apollo
flight. With astronauts involved for the first time, more time was required for the
GSOP discussions, and more personnel participated in the GSOP development.
SUNBUR.ST, the rope for the Apollo 5 flight, contained the first routines developed
specifically for the Lunar Module, and thus thé GSOP for SUNBURST was the first
of the LM GSOPs. Beginning with SUNDISK (Apollo 7, CSM) and SUNDANCE
(Apollo 9, LM), successive GSOPs generally; represented merely changes from the

-preceding version, and did not require a c'ompletely fresh start. Most of the effort
in Guidance System Operations Plans currently involves accounting for changes,
with relatively little rewriting. ' '

As mentioned above, the GSOP is published separately for the Lunar Module
and the Command Module, and is updated with e_ach new progrand release, thus
providing NASA with current and accurate control oirer"the software and system
‘operations. Inaddition tothese functions, the GSOP ‘has served as an internal working
document to coordinate the efforts of the various MIT groups, and as a testlng gu1de.
for simulation personnel. Finally, the GSOP serves as a GN&C software description
and a crew tralimng aid for MSC personnel and contractors. A more detalled
deecription of the GSOP is contained in Section IIL.

1.3.3 Additional S'oftwareVControl ‘

The Draper'"Laboratory monitored the incorporation of missioh-program
requirements into the mission programs tﬁrough the actions of a Mission Design
Review Board (MDRB), a formally_~cohstituted group comprised of the directors of
all software groups. Under the direction of each rope's Project Manager, the MDRB
approved, mternally, all mission-related documentation. The Project Manager was
charged with the responsibility for MDRB coordmatlon and participation to ensure
proper processing of control documentatlon. "The specific function of the MDRB



was to provide amechanism for internal control and coordination of mission-related
activities. Program Change Requests (PCRs) and Program Change Notices (PCNs)
were used as interim revisions of the GSOP, and to document departures from the
published GSOP until such a time as MSC -approved changes were incorporated in
official GSOP revisions. A NASA-comprised group known as the Software Control
Board (with representatives of MIT) initiated and approved specific change concepts,

whereupon the MDRB would monitor MIT compliance with these changes.
/

1.4 Man and Machine Loading Requirements

- The story of Project Apollo's successful completion repres'ent-s, in the end, a
myriad of individual successes, most of which are based upon an intricately-tuned
interaction among men and machines. For its own part, the story of MIT's
software-development effort demonstrates the essential interdependence of talented

.sc1ent1sts, engineers, mathematicians and technicians with increasingly complex,'
versatile and powerful computmg equipment. As the tempo of the Laboratory s
1nvolvement in software tasks changed, these changes were reflected in the number
and types of personnel participating in the effort, and in the power and speed of
computers which the Laboratory acquired. This section dlscusses in general terms,

the history and philosophy of MIT's personnel and computing requirements.
1.4.1 History of Man Loading
1.4.1.1 Initial Philosophy

At the beginning of the Laboratoryis participation in Project Apollo, a simple
philosophy guided" the staffing of the software-development groﬁp; Eséentially, this
philosophy' placed a premium on engineers a.nd scientists who, in addition to original,
conceptual work, would put their own ideas into a form which machines could
understand. Thus, inthe early days of the Apollo work, there were no "'programmers",
as such. Instead, engmeers and smenhsts learned the techmques of programming.
At this stage, a relatively small group was thought capable of handling what was
then considered a practicable task. It was believed that competent engineers with
acredible, solid mathematical background could learn computer programming much
more easily than programmers could learn the engineering aspects of the effort.

The small size of the initial staff dictated that integration of engineering and

.
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programming talents in a few individuals would be preferable to attempts: at
intercommunication by individual engineers and programmers. Thus, the original
intent was to have the project's basic core of engineers follow the program through,

from conception to actual flight support.

With the passage of time, however, it became clear that the philosophy could
best be followed in spirit, rather than in letter. As desirable as it might be to
have a staff composed solely of multidisciplinary personnel, it was clearly impos sible
to shape such a staff beyond a certain size. Individuals talented in both engineering
and in computer programming were not readily available. Also, as the software
tasks became better delineated, it was apparent that a major underestimation of
program-testing requirements had initially occurred. Because the Apollo Guidance
Computer has a comparatively small erasable memory, the problem of having various
people using the same registers for different tasks, the problem of overlaying memory
—these all required extensive precautionarymeasures to avoid conflict. Optimally,
one dedicated engineer/programmer assumed responsibility for ensuring that no
erasab1e¥memory conflict occurred, and for integrating the individual flight pro-

grams,

1.4.1.2 Creative Use of Subcontractors

Part of the solution to the problems'discussed in the preceding section developed
through the extensive use of subcontracted personnel. From the very beginning of
MIT's participationin Project Apollo, the Laboratory had stressed that its frequent.
and extensive use of subcontractors would allow it manpower leverage essential to
its responsibilitie's under the Apollo contract. Through the use of subcontracted
personnel, the Laboratory would not be required to assemble and disassemble its
own staff to meet ~the time-varying responsibilities of the Apollo program.
Subcontractors would serve as a buffer for the Laboratory's staffing requirements.
Importantly, Draper Laboratory personnel have traditionally enjoyed the benefits
of long-term employiment, so the use of subcontractors would permit Laboratory
management to carry amainline staff of a size that would assure maximum security
toall pefsqnnel. As detailedin Section 1.1, MIT's extensive hiring of subcontractors

" during the Polaris project had been a strong point in its presentation to NASA in
advance of the Apbllo program. Thus, when it became apparent that work loads
were greater thaninitially estimated—especially in the areas of testing and veriﬁc;a-

tion—subcontracted personnel were made available for virtually immediate deploy-
ment. '
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Throughout MIT's participationin Project Apollo, subcontractors have served
in a variety of roles. They have provided a complement to the talents of the
Laboratory's own staff. Except in the area of direct administration, subcontractors
have played parts in virtually every phase of the software effort, including design,
analysis, testing, verification and simulation. Perhaps most significantly, the ready
availability of subcontracted personnel -facilitated quick solutions to unexpected
personnel requirements, since the Laboratory could hire such personnel without
necessarily promising any long-term commitment. The costs—direct and indirect

—relating toin-house staffing levels were therefore kept to a mimimum throughout.
1.4.1.3 f{eview of Man Loading-

Figure 1.4-1 depicts the man-loading history of the Apollo p;ggra.m at MIT
from September 1961 through March 1970, "As well as containing a curve for the
“total personnel levels, the figure shows separate breakdowns for subcontracted

hardware and software and total hardware and software levels.

Inclusion of the hardware-personnel figures demonstrates the relative per-
sonnel requirements for the hardware and software tasks under MIT's Apbllo contract.
Thus, the project manpower resources were concentrated on developing system
hardware from 1961 through 1965. In 1966, this hardware-development effort rapidly
Vtapered off, and the requirements for designing and developing the mission computer
programs increased. In November 1966, the software effort captured precedence
as the primary task of the Laboratory's Apollo division. | |

f | o '

Figure1.4-2 demonstrates some of the reasons for the rapid buildup of software
personnel. In 1966, no fewer than five ropes were being developed at one time.
During the.fbllowing year, when mubh of the software buildup had alfeady occurred,
six ropes were warked on simultaneously. Figure 1.4-2 is also a milestone chart

of the many decisions and events germane to the Apollo software efforts of MIT.

1.4.2 History of Digital Machine Loading
; .

Digital-computation facilities have played asignificé.nt rolein MIT's develop-
ment of software for the Primary Guidance, Navigation and Control System of the

Apollo spacecraft. As will be discussed in Sections II and III, digital computers
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are used in simulating the Apollo Guidance Computer during design, verification
and testing of software. {Inadditionto this so-called "'All-Digital Simulator' function
of the digital computer, it serves as a basis for the Engineering Simulator, also
described in Section III. A Hybrid Simulator and a Systems Test Laboratory also
‘assisted in the test and verification of computer software and are also discussed in
Section III.) This section discusses, in chronological sequence, the four types of
digital computers around which the Dréper Laboratory fashioned its digital-computa-
tion facilities. These computers are the IBM 650, the Honeywell 800, two Honeywell
1800s, and two IBM 360/755.'

‘ During the period in which MIT has partiéipated in the Apollo program, the
computing facilities described in this section have served other Draper Laboratory
 groups in addition to the Apollo division. However, Apollo activities have apcounted

for about 90 percent of the total use of these facilities.
1.4.2.1 IBM 650

When the Draper Laboratory received its first contract from NASA, in
September 1959, an IBM 650 provided the Laboratory with its in-house computing
capability. The IBM 650 was a 2000-word-drum central processor, with 60 words
of core stofage. One tape drive and a disc bar were the only pieces of peripheral
equipment. Programmers would write in MAC*, and the IBM 650 wasused prirﬁarily
to compile these pfograms for computation on much faster and more powerful outside
equipment, such as the IBM 704, 709 and 7090. Toward the end of 1959, the bufden
of the NASA pre-Apollo workload,"' added to the much larger workload of the
Laboratory's Polaris project, stimulated investigation into the possibilitybf providing
additional in-house equipment to accommodate all the work then done by the IBM

650 and the outside rented machines.

>kMAC is a high-level programming language for general-purpose computers,
developed at MIT for scientific application. It is not to be confused with MIT's
Project MAC. The latter was named independently some years later and is unrelated
to the MAC language. ' '
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1.4.2.2 Honeywell 800

The Honeywell 800 was ordered during Summer 1960, with delivery occurring
in December 1961. Based upon the workload of mid-1960, the H-800 was predicted
to run about 4 hours per day and to cost no more than the previous total of in-house
IBM 650 and outside rented time. By the time the H-800 was placed in production *
—in May 1962—it was apparent that even greater speed and power were necessary.
Rather than the expected four hours per day, two operator shifts (16 hours/day)
were required for the initial H-800 workload. Despite the unexpected demands which
the H-800 faced immediately upon being placed in production, it represented
approximately a threefold increase over the capabilities of the IBM 650.

To overcome the inadequacy of the Honeywell 800, two aﬁp}oaches were
undertaken simultaneously in mid-1962. First, additional memory and peripheral

~equipment were acquired for the H-800; second, an order was placed for the Honeywell

1800, with expected delivery 18 months later.

The Honeywell 800 had been delivered with a 16,000-word memory, each word
having 48 bits. It included a printer, six tape drives and a card reader/punch. To
upgrade the H-800 while awaiting delivery of the H-1800, the memory was doubled,

additional tape drives and a printer were acquired, and a disc file and a graphic
plotter were added. '

1.4.2.3 Honeywell 1800

Honeywell's 1800 possesses a 2-usec access-to-memory, while the H-800's

access was on the order of 6 yusec. The H-1800's delivered memory size was 32,000
words, double that of the H-800. These capabilities rendered the delivered H-180C
roughly three times as powerful as the H-800. '

Although the ELaboratory's H-1800 was delivered in January 1964, it was notl

until the following May that the system was in total production. In the meantime,

failures in hardware necessitated total replacement of the machine's memory. As

“Inproduction" implies that the equipment is capable of acomplete AGC simulation.
Computers were '"in operation' before they could be "in production".
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a result of these difficulties with the new system, between the months of January
and May, no in-house digital-computing facilities were available, since the H-800
had been removed to provide space for the H-1800. Consequently, time was rented

on outside equipment during this period.

By October 1964, it was becoming apparent that the H-1800 was computing
much more rapidly than its peripheral equipment could provide input and output.
At that time, Honeywell announced its Model 200 computer, a small machine that
could do much of its own cofnputation, could provide its own input and output, and
could serve as a buffer for the much more powerful H-1800. MIT ordered a Model
200 for delivery in October 1965.

Two decisions were reached in Summer 1965 regarding theneed for additional
computing facilities: a second Honeywell 1800 was ordered in June; and a study
-was begun of the potential advantagesvoffered by even more powerful computers.
The second H-1800 was delivered and placed in production in March 1966. The
investigation into other computers resulted in the Laboratory's decision to order
an IBM 360, Model 75.

The original H-1800'S memory had been increased in size from 32,000 to
48,000 words. The secortd H-1800 was delivered with the larger memory. By the
time of the second H-1800's acceptance, a second Model 200 had also been acquired.
The final upgrading of the H-1800 facilities occurred with the deliveryof a Honeywell
Model 2200, a system approximately equivalent to two Model 200s. It was estirhated
that the addition of the Model 2200 increased the capability of the H-1800 facilities
by about 20 percent. ‘ |

1.4.2.4 IBM 360/75

When the Summer-1965 study of large computing systems began, several
systems were under consideration. One was highly valued, but doubts»existe_d that
it would ever be manufactured. Another system was by far the fastest machine
under consideration, but Laboratory officials were concerned that internal parity
checking would not reach the standard necessary to ensure the safety of astronauts
—the ultimate customers of the Laboratory's services. Still another system was

rejected primarily because it did not allow eventual expansion into an even larger
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system. Finally, the IBM 360, Model 75 (360/75) was chosen because of its relatively
high speed, its degree of internal error checking, and the availability of the more
powerful Model 91, should the need for expansion occur. It was estimated that a

single IBM 360/75 would be roughly equivalent to four HoneyWell 1800s.

The IBM 360/75 was delivered in October 1966, and it became operational
two months later. During the first eight months of operation, three basic activities
consumed most of the machine's availability: MAC language was adapted for the
360/75, system software was developed, and simulation software was implemented.
During these first months of IBM 360/75 operation, it was concluded that the CPU's
512,000-byte memory would not suffice for simulation purposes; memory size was
thereafter doubled. Not until September 1967, about ten months after ._gjeliv'ery-, was
"-the IBM 360/ 75 in total production for general simulations. '

By the time the IBM 360/75 came into total production, the need for a second
IBM 360/75 was already recognized. Accordingly, the Honeywell 1800s would be

removed. Removal of the second-delivered H-1800 occurred in December 1967,
and the original H-1800 was removed in April 1968 to ‘make way for the second
IBM 360/75, to be delivered the following month. Thus, during the last quarter of
1967, three complete systems were in operation— the IBM 360/75 and the two H-1800s.

The second IBM 360/75 was placed in total production a mere twe weeks after
delivery, primarily as aresult of the experience gained through the lengthy break-in
procedures on the first IBM 360/75. By the time the second system was plac'ed in
production, the peripheral equipmeﬁt originally delivered had also been expanded
in power and capacity. For instance, the six original IBM 2311 disc packs were
increased to ten. Two printers were added to the original two, and additional tape
drives and a card reader were acquired. Finally, three IBM 2314 disc packs were

gained, each of which was roughly equivalent to four IBM 2311s. .

In August 1969, following Apollo 11's successful lunar mission, thé second-de-
livered IBM 360/75 was removed, thus leaving the original IBM 360/75 and the
systems's péripheral equipment as the remaining digital-computing facility of fhe
Draper Laboratory. Although the remaining IBM 360/75 was deemed adequate for

the needs after the lunar landing, within seven months it also reached saturation.
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1.4.2.5 Loading of the Digital Computing Facilities

Figure 1.4-3 charts the monthly load which was logged on the Laboratory's
digital-computing facilities, expressed in equivalent Honeywell-1800 hours. In this
figure, monthly saturation of a Honeywell 1800 is 660 hours (=22 hours/day x 30
days). Since the Honeywell 800 was roughly a third as powerful as the H- 1800,
saturation of the H-800 occurs at 220 hours/month. The IBM 650 was, in turn,
about one third as powerful as the H-800—or a ninth as powerful as the H-1800;
thus on this graph its saturation is 73.3 hours/month The IBM 360/75 is roughly
four times as powerful as the H-1800, and thus its saturation occurs at 2640
hours/month. This figure also indicates the dates of computer acqu1s1t10ns and
removals. '

1.5 Major Recurrent Problems

With the manned lunar landing and return accomplished in July 1969, Project
Apollo met the national goal enunciated eight years earlier. Through its deeign,
development and implementation of the Pr1mary Guidance, Navigation and Control
System for the Apollo spacecrafts, MIT's Draper Laboratory shared in that eminent
success. Along the course of its participation in the Apollo adventure, MIT
experienced the kinds of technical and managerial difficulties that can only be
expected inundertaking so massive a program—but that nevertheless create uneasi-
ness at the time of their occurrence. This section focuses on the two problems
which caused the greatest dlfflculty in the software effort, Difficulties were
encountered in the estimate of time and manpower schedules and in the control of
accurate, up-to-date spacecraft data. Both of these problems continually plagued
MIT's software efforts, since neither their. cause nor their solﬁtions ‘could be found
within the Laboratory, alone; ultimate solution would require an extraordinarily
well-tempered orchestration among NASA and all of its contractors and subcontrac-
tors.

1.5.1 Difficulty in Estimating Time and Manpower Schedules
Throughoixt much of the Apollo software’ effort at MIT, rnanagers ‘have

experienced difficulty in estimating the time and manpower requirements to design,

test and verify the successive mission-flight programs. At the commencement of
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work on a new flight program, it is advantageous—perhaps even essential—to break
down the total required effort ihto a series of smaller tasks, each fitting into a
preplanned sequence of steps leading to the required whole. . Specialists in each of
the subdivided tasks can then be assigned stated responsibilities within a specified
time constraint. This description fits the optimal situation—the situation in which

the Draper Laboratory more néarly finds itself today than it has in the past.r

It is more likely that at the commencement of work on an entirely new
mission-flight program, the separate tasks required to lead to the assembled
program cannot be known in advance. Indeed, this was the case with virtually every
program up to the revisions in COLOSSUS and LUMINARY which currently suffice
in the planning of new missions. Part of the development process-»incltides the
' understanding of what these basic steps should be. In brief, at the beginning no one
can forecast all the little pieces which will eventually be required, and thus predicting

accurate work schedules is almost a priori an impossible task.

Another probable cause of this overall scheduling problem is that subtasks
'required an ordered interrelationship. Not all of the tasks could occur simultaneously;
some took precedence over others, and certain later tasks could not proceed until
the completion of earlier tasks. In other words, the entire sequence of tasks could
be completed no sooner thaﬁ the time required to complete perhaps a certain few
"bacemaker" tasks. Perhaps the most difficult estimate to be made in advance is
the amount of time required for iter>ation and retests. Thus, to adequately forecast
accurate work schedules, the manager would have had to predict not only all ‘the
necessary subtasks, but, in addition, which few of these subtasks would be the

pacemakers and which would later be redesigned and require further testing.

Another cause of the work-schedule p.roblem relates to the vagaries of personal
dynamics. Throughout much of the software effort, management encountered a
problem of--deadline definition; that is, when a deadline for rope release became
known, anumber of intermediate deadlines or goals had to be established, particularly
for pacemaker tasks, to ensure that the final deadline be met. After all of the
deadlines had been assigned, it was sometimes difficult to convince software personnel
of the importance of meeting the earlier deadlines; the tendericy was strong for
those with the earlier tasks to aim toward the deadline for the completed flight

program. Consequently, management was continually required to reemphasize the

importance of meeting each assigned deadline.
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A final cause of the work-schedule problem also relates to the area of human
dynamics. The communication of "bad news"—e.g., news of imminent delays—slows
" as it goes up the line of management. This difficulty derives from the basic human
- drive to prefer the communication of positive tidings to that of negative findings.
Both the bearer and the receiver of bad news feel uneasy with the experience, but
management must encourage its personnel to communicate the bad with the good.
When the person responsible for one of the subtasks recognizes that his schedule
must slip, it is human nature to defer passing along word of the delay. As this one
piece of bad news progresses up the ladder of administrative responsibility,
communication of the bad news is further impeded. As theinitial step inrationaliza-
tion, each person along the line attempts to discover for himself whether the bad
news is as bad as anticipated—or if, perhaps, some degree of overstatement has
occurred. Only through conscious recognition of this process by all personnel can

this problem be alleviated.

‘ Thus, four separate causes combined to render the estimation of work schedules

an especially vexing problem:

“the difficulty of predicting all of the required subtasks;

.

the difficulty of pinpointing and hastening pacemaker subtasks;

the difficulty of meeting deadlines for individual subtasks;

oo oy

the difficulty of communicating 'bad news' quickly through the line of
management

As MIT gained experience through its successive responsibilities in the Apollo
program, the work-schedule problem became increasingly more routine—and less
annoying. Nevertheless, small remnants of this problem continue to cause occasional

difficulties in the scheduling of current ropes.

1.5.2 Control of Timely Spacecraft Data

The second major problem encountered by MIT software planners relates to
- the acquisition of complete and up—to;date data on spacecraft parameters. In the
design, verification and testing of guidance, navigation and control software, it was
essential that the responsible MIT engineers possess the most current dataobtained

by other NASA contractors in the development of the spacecraft components. From
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the beginning, it was clear that a mechanism for such data exchange was of prime

importance. -

One of the initial responsibilities of liaison personnel was the development of
a data-exchange mechanism. For instance, North American Rockwell's liaison with
MIT was to record the most up—to-date information on the Command and Service
Modules, and the liaison from Grumman was to do the same for the Lunar Module.
In practice, however, this official mechanism broke down quickly, since spacecraft
engineers were reluctant to formally release data on parameters still undergoing
development, measurement or testing. Such virtually universal reluctance to commit
preliminary data, even to discretionary use, rendered the officially-recognized
channels rather dinosauric in current-information content. During years of effort
to establish a smoothly-functioning, up-to-date data-exchange pi"ogram, MIT software
personnel resorted to other means for learning the parametérs and tolerances to

which they should design their software and-simulations.

As MIT software personnel became acquainted with their peers at the other
relevant spacecraft contractors, an informal network of data exchange developed.
Rather than relying upon the official mechanism of liaison contact, the engineers
responsible for the development of software would place strategic telephone calls
~ to learn up-to-the-minute data being used in the development of the spacecraft
systems. Although this informal method bf data exchange possessed the disadvantage
of consuming much valuable time, it produced the distinct benefit of collecting the

most timely information available.

In an attempt to formalize the person-to-person method of data control, a

"Data Book" which listed current datawas organized at MIT. There were two sections
within this document: class A data, which were official and verified by an authority
at the originating contractor; and Class B data, the type gerierally received through
telephone and person-to-person communication, but which lacked official verifica-
tion. But the Data-Book mechanism required personal enthusiasm for the task of
collecting data—enthusiasm which virtually all dedicated software engineers feel

should better be devoted to the task of designing software.

All of the parameters and tolerances to which the software and simulations

were designed were published in Chapter 6 of the GSOP. (See Section 3.2.1 of this
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report.) Inthisfashion, the Laboratory kept NASA continuously and officially apprised
of MIT's current information—information which could be approved along with

NASA's general approval of GSOP revisions.

By no means has the problem of timely data control been solved, but solely
because of MIT's increased familiarity with the spacecraft components, it has become
somewhat less of a problem. Just as there were elements of human dynamics in
the problem of time and manpower scheduling above, so, too, did personal vagaries
play a role in this difficulty: people are unwilling to divest themselves of data
which they consider not yet final. And the very qualities of technical competence
and conscientiousness which one needs to invest in the area of data exchange are
difficult to come by, since individuals so endowed generally prefer .to appiy these

qualities in the actual software development.
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SECTION 11

AGC SOFTWARE

This section describes the software which controls the present LM and CM
guidance computers. The computer is the heart of the Apollo Guidance, Navigation
and Control System. The software maintains positional knowledge of the vehicle in
space, determines the path toa desired destination, and steers the spacecraft along
that path by sending commands to the engines. It communicates with the as_‘tronauts

and the ground, and monitors the performance of the GN&C System.

Missio;rx }Srograms, such as rende'zvous, targeting and landing, control some
of the phases of an Apbllo flight. However, before these can be discussed, it is
necessary to examine the underlying computer organization which allows the mission
program to operate. ‘Thus, Section 2.1 describes the basic machine architecture,
the Executive and service programs which control AGC operations, and the input/
output functions which allow the computer to monitor the GN&CS and to communicate
with the astronauts and the ground. Although the CM and LM computers satisfy
different missionvrequirements, the underlying system software is quite similar
for the two vehicles. Hence Section 2.1 presents a generalized Apollo Guidance

Computer, and specific differences are noted when they apply.

Section 2.2 includes ageneral descfiptidn of all the phases of the Apollo mission
and of the major flight tasks required for.that mission. The design effort which
produced these mission programs has been a long and challenging task. This report
will not attempt to. glve a complete discussion of this effort, since 1t has been
documented in other sources; however, the rope design ph1losophy and the problems
encountered as it finally evolved are discussed in Section 2.2.4, and the major program

capabilities are described in somewhat greater detail inthe appendices to this report.
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2.1 Computer Capabilities
2.1.1 Storage and Manipulation of Computer Instructions

The AGC contains two distinct memories, fixed and erasable, as well as variéus
computer hardware. The fixed memory is stored in a wire braid which is manufactured
and installed in the computer. This memory cannot be changed after manufacture
and it can only be read by the computer. Fixed memory contains 36,864 "words"
of memory grouped into 36 banks. Each word contains 15 bits of information (a
sixteenth bit is used as a parity check). The word may contain either a piece of
data, or an instruction which tells the computer to perform an operation. A series
of instructions forms a routine or a program. In addition to stormg_pyogramé, the
-fixed memory stores data such as constants and tables which will not change during

a mission.

The erasable memory makes use of ferrite cores which can be both read and
changed. It consists of 2048 words divided into 8 banks. Erasable memory is used
to store such data as may change up to or during a mission, and is also used for

temporary storage by the programs operating in the computer.

Included in the hardware is a Central Processing Unit (CPU). The CPU
performs all the actual ma.nipul_ation of data, according to the instructiohs desighated
by a program. The 34 possible machine instructions include arithmetic operatioris
(add, multiply, etc.) as well as logicél operations, sequence control, and input/ otitput
operations. Also included are a limited number of "double-precision' instructions
which permit two words of data to be processed as a single "word" of greater

precision.

The memory cycle time (MCT) inthe AGC is 11.7 uéec. Most single-precision
instructions (e.g., addition) are completed in two MCTs; most double-precision
machine instructions are completed in three MCTs. The unconditional transfer-con-

trol instructions, however, operate in one MCT.
To be used as an instruction, a computer word must specify the operation to

be performed and give the location of the data to be operated on. However, a 15-bit

word does not contain enough information to specify 34 operations and 38,912 fixed
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and erasable locations. In fact, 15 bits cannot even specify 38,912 locations
unambiguously. H is for this reason that both the fixed and the erasable memories
are grouped into banks. An instruction may specify any address within its own
bank, and may also address the first four banks of erasable and the first two banks
of fixed memory. Access to other banks is accomplished using bank-selection
registers in the CPU. In many cases a program exists entirely within one bank

memory, in which case bank switching is not required.

Many of the tasks the AGC performs can be adequately carried out by machine
instructions. However, for extensive mathematical calculations—in such areas as
navigation—the short word length of the AGC presents difficulties. It limits the
number of instructions available, the range of memory that can be addressed without
-switching banks, and the precision with which arithmetic data can be stored and
manipulated. To alleviate these problems, nontime-critical mathematical calcula-
tions are coded in "interpretive language' and are processed by a software system
known as Interpreter. Each Interpreter instruction is contained in two or more
consecutive computer words. The increased information available allows more
possible instructions and a greater range of memory addressable without bank
switching. In fact, with some exceptions, all of erasable memory and fixed memory
may be addressed directly. -Among the available Interpreter instructions are a full
set of operaﬁons on double- precisioh quantities, including square root and trigono-
metric functions, some triple- precision instructions, and aset of vector instructions
such as cross product, dot product matrix multiply, and vector magmtude
Interpreter routines translate an Interpreter instruction into an equivalent series
of machine instructions tobe performé”d by the CPU. Thus, one Interpreter instruction
may be equivalent to many machine instructiéns, and much storage space is séved
in the computer. The Interpreter é.lso contains software routines for the manipulation

and temporary storage of double- and triple-precision quantities and vectors.

Interpreter expands the processing capabilities of the CPU hardware. However,

its operation is quite‘slow, since the CPU must perform all the actual operations,
and much time is spent in the translation of instructions and the manipulation of
data. Although processing time is slower, much storage space is saved in fixed
memory by the more powerful Interpreter instructions; thus, the vast majority 6f

nontime-critical mathematical computations are coded using interpretive language.
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2.1.2 Timing and Control of the Computer

Two of the more stringent requirements placed upon the AGC are the need

for real-time operations and the necessity for time-sharing of multiple tasks.

Certain computer functions must occur in real time. For example, certain
input datamust be stored or processed immediately upon receipt; and outputs, such
as those which turn the jets on and off, must occur at precisely the correct time.
An interrupt system causes' normal computer operation to be suspended while

performing such time-critical tasks.

Several programs, which are less time-critical, may all be r~equired during
" a phase of the mission. Time sharing between these programs is controlled by a
software executive system which monitors the programs and processes them in
-order of priority. The Executive can stop one job when a higher priority job is

necessary, then resume the low-priority job when time is available.

2.1.2.1 Interrupt System

To permit quick response to timé-dependent requests, the AGC has acomplex
ihterrupt structure. There are two classes of interrupts, counter interrupts and
program interrupts. Counter int‘errupts have the highest priorityv of all AGC
operations. Counters are locations in erasable memory which can be modified b-y
inputs originating outside the CPU. Some counters are used as clocks, while others
interface with spacecraft systems to receive or transmit sequences of data pulses.
The counters respond to a set of involuntary instructions called counter 'intei‘rﬁpts,
which may increment, decrement, or shift the contents of the counters. A counter
interrupt suspends the normal operation of the CPU forone MCT, while the instruction
is being processed. Except for the short time loss, the ongoing program is not
affected by the counter interrupt; in fact, it is not aware that the interrupt has
occurred. These inferrupts are used solely for counter update and maintenance;
their priority assures that no information will be lost in the counters.

The use of counters as input/output devices will be described in Section 2.1 .3.1;

it is appropriate now, however, to discuss the six counters which are used for timing

purposes. Two counters, designated TIMEl1l and TIME2, form a double—precision
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master clock in the AGC. TIME1 isincremented at the rate of 100 counter in{errupts
per second. Overflow of TIME1 triggers a counter interrupt to increment TIME2.
Since total time that must elapse before TIME2 overflows exceeds 31 days, TIME1
and TIME2 are thus able to keep track of total elapsed mission time.

The remaining clock-counters, designated TIME3 through TIMES6, measure
time intervals needed by the AGC hardware and software. For example, autopilot
computations must be processed periodically whenever the autopilotis inuse. Before
reaching completion, these computations preset the TIMES5 counter so that it will
overflow at a specified time in the future. TIMES is incremented at the rate of 100
counter interrupts per second. When TIMES overflows, a signal sent to the CPU
causes a "program interrupt' which interrupts the program in process and b'egins

- a

- the autopilot computations once again.

Program interrupts have lower priority than counter interrupts, but greater
“priority than normal program opera;cion. Unlike counter interrupts, the purpose of
program interrupts is to alter the normal procéssing sequence. There arell program
interrupts; they may be triggered by a clock-counter overflow, as in the example
given above, or by externally generated signals, such as the depression of a key on
the Display and Keyboard (DSKY) by an astronaut. The occurrence of a program
interrupt causes the c_ornputér to suspend normal operation at the end of the current
instruction. The current’CPU data are saved, the computer is placed in interrupt
mode, and control is passed to a preassigned location in fixed memory. This
preassigned location is the beginning of a program which performs the action
appropriate to the interrupt. While the interrupt program is running, the combuter
remains in interrupt mode, and no aéditional «program interrupts will be accepted,
although counter interrupts can still occur. (Requests for other progra.rh interrupts
are stored by the hardware and processed before returning to normal operation.)
At the conclusion of the interrupt program; a ''resume' instruction is executed. If
there are no other program interrupts, the CPU is taken out of interrupt mode, the
original contents are restored, and the program returns to the point at which it
was interrupted. One program interrupt (restart) takes precedence‘over all the
others, and can even interrupt an interrupt. Itresults from various kinds of computer

malfunctions. (This interrupt will be discussed in Section 2.1.4;)

A computation which takes place by means of a program interrupt is called a
task. ‘Since tasks may not be interrupted, they must be short to avoid delaying

other tasks. This speed requirement precludes the use of interpretive language.
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One class of tasks is initiated by overflow of time counters TIME3, TIME4,
TIMES5, and TIMES6. These are considered time-dependent tasks. The TIMES
interrupt, described above, initiates autopilot computations at precise pefiodic
intervals. TIMEG controls the timing of the autopilot RCS jetfirings. TIME4 initiates
a series of routines which periodically monitor the IMU, radar, etc., and process
input/output commands. The TIME3 counter is under the control of the softv_vare
executive system (described below). It is available for general use by any program

needing to schedule a task for a specific time.

A.second class of tasks is initiated by interrupts caused by external action.
For example, depressing a DSKY key initiates a task that begins pfocessing DSKY
réadings and storing the information for later processing. Telemetry and the radar

also cause interrupts that initiate tasks to receive or transmit the next data word,
2.1.2.2 Software Executive Syétem'

Computationin the AGC ismanaged by asoftware executive system compfised
of two groups of routines, Executive and Waitlist.- This sysfem controls two distinet
types of computational units, jobs and tasks. In its normal operating mode, the
computer processes jobs. These are scheduled by the Executive, according to a
~ priority system. The Waitlist uses the TIMES3 .interrupt to schedule tasks for a
specific time in the future. (Tasks originated by the other program interrupts take

place independently of the software executive system.)

" Most AGC Computations‘ are processed as jobs. Division of a program intc
discrete jobs is at the discretion of the programmer, who also assigns a priority
to each job indicative of its ifnp_ortance. . The Executivejcan' manage up to seven
jobs (eight in the LM program) simultaneously. |

To schedule a job, the VExecutive piaces the job's priority and beginning location
on a list, assigning the job a set of working storage locations called a core set. In
addition, if a job 'requires a-larger working storage, as in the use of interpretive
language, a second area, called a VAC area, may be assigned. The Executive is
capable of maintaining se’v.en core sets (eight in-the LM program) and five VAC
areas as each is assigned to a job, and of redesignating them as available when the

job is finished.



A job in process must periodically call Executive to scan the list 'of-wait‘ihg
jobs, thus défermining,if any scheduled job has a priority higher than itself. If so,
the job currently active is suspended ahd the higher priority job is initiated. To
permit suspension of a job and subsequent resumption at a point other than its
beginning, the working storage associated with the job is saved when the job is
suspended and restored when the job is reinstated. A suspended job is returned to
the job list and is not reinstated until it has the highest priority onthe list. Eventually,
a given job will run td completion, at which time it is removed entirely from
consideration. ‘When all jobs on the list have run to completion, a "DUMMYJOB"
wi{h zero priority constantly checks to see if new jobs have appeared. (The computer

also performs a self-check, as described in Section 2.1.4.)

The relative importance of a job may change for various reasons. When this

is the case, Executive changes the priority list and rechecks the list for the job of
' higheét priority. Many times it is desirable to purposely suspend the execﬁtion of
a job, but not to terminate it compietely. Temporary suspension is desirable to
await an event such as the input or output of data, or for the availability of a
nonreenterable subroutine currently in use. To accomplish temporary suspensioh,
Executive saves the job's interrupted regiéters and sets its priority to a negative
value. Because the interrupted job has anegative priority, DUMMYJOB has priority
~ overit. As aresult, the jobis, in'effect, suspended indefinitely. Eventually, Executive
is called to restore the job, usually by the event. for which the job is waiting.
Executive restores the original priority and again checks the list for the highest
priority job. ' - |
: f

Waitlist allows any program to schedule a task to occur at a specified time
in the future. The TIME3 clock interrupts the job in pro_cess' at the correct time
and initiates the task. (As mentioned before,' tasks initiated by the other program
interrupts are not controlled by the Executive.) ' |

To schedule a' new task, Waitlist requires the starting address of the task
and the amount 'of time which must elapse before execution. Waitlist maintains a
list of tasks waiting to run in the order in which they will be performed and a list
of time differences betwee’rj adjacent items on the-task list. It determines when the
new task will run in relation to others on the list, placing it appropriately in the
list.
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The TIMES3 counter counts the time to the first item on the list. When this
time arrives, the TIME3 program interrupt occurs. TIMES3 is immediately set to
overflow when the time has élapsed for the next task on the list, and all tasks and
times move up one position on the list. The computer remains in interrupt mode
until the task is completed. It is then free to process other interrupts or return to
the original job. | | |

s

Since TIME3 is a single precision AGC word (15 bits) that is incremented
100 times a second, Waitlist can process tasks up to 162.5 sec in the future. For
longer délays, a routine called LONGCALL processes a single task—the repeated
calling of Waitlist. LONGCALL can schedule tasks for as long as 745 hours in the

- em

future, a time span larger than an entire Apollo mission.

2.1.2.3 Sequence Control

In normal AGC operation, the Executive maintains a constant background of
activity, while program interrupts break in for short, time-critical bursts. The
execution of a job is subject to numerous interruptions. A counter interrupt may
occur after the completion of any instruction. Program interrupts stop the job in
process. While the computer is in-in{errupt mode; any further program interrupts -
are saved by the hardware and processed one at a time before returning to the job.
Under control of the Executive, high-priority jobs also steal time from a jbb in
process. This cdntrol system 6f—interrupts and priorities ensures that in times of

heavy load, the most critical computations for the mission will be processed first.

Normally, the CPU does not stbp during periods of low activity. If no jobs or
tasks are being executed, the CPU executes a short loop of instructions (DUMMYJOB)
which continually looks for jobs toinitiate. Periodically, TIME4 overflows, initiating
a task tomonitor vqrio‘us GN&C subsystems. If an autopilot is in operation, TIMES
triggers other interrupts for 'autopilot functions. In addition, periodic counter
interrupts will occur as counter input is received and clock counters are updated.

More extensive éomputer aétivity awaits action by the astronaut, as described in
the following section. '



2.1.3 Computer Interfaces

To perform its various functions, the AGC must interact with the other’
spacecraft systems, the astronaut, and the ground. External to the AGC are the
various sensors and controls which provide inputs, and the spacecraft systems and
d1splays which receive outputs Figures 2.1-1 and 2.1-2 illustrate the signal
interconnections between the computer and the external hardware for the CM and
LM systems, respectively. This report will not, in general, discuss these external
equipments, except as they apply to specific AGC programs. (See functional
description treated in Part 1, Chapter II, and Part 2, Chapter 1 of this Apollo Fmal
Report.)

Within the AGC, the actual transmissionof datais accomplished through special
‘registers known as counters and channels, as discussed below. Various AGC_
programs process the input and output data. A mission program such as rendezvous
will interrogate selected counters and channels for the specific input datait requires.
The program will, in turn, issue commands by means of these interfaces. The
operation of the mission programsis discussed in Section 2.2 and in the appendlces.
In addition to the mission programs, there are also spe01al programs designed to
process input/output information for purposes of telemetry and commumcatmn with

‘the astronauts. These interfaces are-discussed in'the present section.

2.1.3.1 Counters and Channels
f - " .
All AGC input/output takes place through counters and channels. Counters
are used for the transmission and reception of numeric data, channels are used for

%
the commun1cat1on of discrete data.

Channels are solid-state registersin the CPU that donot form partof memory.
They cannot be reférenced by most machine-language instructions, but are read
and in some cases written into by means of special channel instructions. Each

channel can congist of up to 15 separate bits or-discretes. For input channels, the

The AGC has 15 1nput and output channels whose b1ts are individually distinct (1 e.,
discrete). Each bit either causes or indicates a change of state, e.g., liftoff, zero
optics, SPS-engine on, RCS-jet on, etc.
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discretes are set by external G&N hardware and may be read by the computer.
The input channels inform the computer of the state of the hardware, such as a
hand controller out of detent, or the last key depressed onthe DSKY. Output channels
are written into by the computer to command external hardware functions, such as
turning jets on or off, changing the DSKY. display, or turning on panel lights. The
AGC reads or writes into channels only when instructed to do so—either by the
ongoing program or by a ‘progra.m interrupt. For example, pressing a key on the
DSKY changes the information in channel 15; it alsoinitiates the KEYRUPTI program

interrupt which causes the computer to read channel 15.

Counters are used for the input and output of numerical information. As
described in Section 2.1.2, counters can be changed by programs as’if they were
ordinary erasable Vlocations, but the counters also respond to counter interrupts

which are not under program control.

For input, é typical operation' requires that a céuntex: first be set to zero
under program control. The counter may then be incremented or decremented,.
one count at a time, via counter interrupts triggered by an external device. Thus,
a counter is able to keep track of the state of the external device. An examvplerof
this kind of counteris that used with the Coupling Data Units (CDUs), the interfaces
between the Inertial Meaéurerﬁent Unit and the AGC. For each 39.5-arcsec change
in a particular gimbal angle, the CDU generates a signal to the AGC which causes
a decrement or increment counter interrupt to the appropriate counter. o

i e ,

The output counters function in a similar way. The program sets the counter
to an initial value which is later "enabled" via a channel discrete. Following the
initialization, all action is automatic and not under program control. A series of
counter interrupts decrement the counter toward avalueof zero. For each interrupt,
asignal of appropriate signis sent to an external device. When the counter reaches
zero, another signal ‘is'. generated which stops the counting process. Thus, thenumber
of signed pulses sent outis equal tothe original contents of the counter. For example,

signed pulses torque the gyros or control the optics shaft and trunnion drives.
For telemetry input, counter interrupts shift a pattern of bits into the counter.

Selective use of two types of interrupts achieves the desired pattern after the counter

has been cleared under program control.
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2.1.3.2 Cockpit Displays and Controls

The Apollo Guidance, Navigation and Control System has been designed to
utilize the best features of man and machine. Many mission tasks are best left to
the computer, such as those that are extremely tedious or that require accurate
response too rapid to lie within man's capabilities. However, man's judgment and
adaptability, his decision-'mak,ing capability in reacting to unanticipated situations,
and his unique abilityto recognize and evaluate patterns are all necessary for mission
success. The Apollo displays and controls have therefore been designed to provide
the crew with the most flexibility in monitoring and controlling the spacecraft..
The astronaut can choose to be directly involved in the procedures, or to allow

- -

automatic operation which he can monitor.

Displays available to the crew in both the CM and LM are the attitude ball, .

- attitude-error needles, attitude-rate needles, caution and warning lights, and a DSKY.
The LM has additional displays which 'give the astronaut essent{al information during -
the descent to the lunar surface; these are the altitude/altitude-rate, horizontal-ve-.
locity, and thrust-level meters and the Landing Point Designator. '

Several; manual controllers enable the astronaut to become directly involved
in spacecraft control. Both the CM and LM have rotational and translational hand
controllers. The LM has a rate;of—descent controller. In the CM, additional
controllers are used in conjunction with the 6ptics; these. :ire“ the minimum-impulse
and optics hand co?trollers and the optics mark buttons. In the LM, a DSKY command
can convert the rotational hand controller to a minimum impulse controller. All of
these controllers make available to the astronaut allarge repertoire of manual

maneuvers. -

The basic man/computer interface device is the DSKY (shown in Fig. 2.1-3).
Through the DSKY the astronaut can initiate, monitor, or change progra.rns being
processed by the computer. He can request the display of specific data or enter
new data. Communication with the DSKY is two-way; just as the astronaut can
exercise comrnand via the DSKY, the computer can request the astronaut to rhonitor,
approve, or enter data when necessary. There are two DSKYs available in the CM
and oneinthe LM. Each DSKY hasa keyboard, several electroluminescent displays, .
and activity and alarm lights. The activity lights are for the computer and the
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telemetry uplink, and the alarm lights are for the computer and inertial subsystems.
These aid the astronaut in monitoring the status of the G&N system. The alarm
lights indicate equipment-failure and program alarms. There are two levels of
program alarms. The more serious type of alarm either terminates all but the
most necessary program activities or terminates all current program activities
and requests astronaut action. The latter is accomplished by a preemptive flashing
display of anerror code indicating the cause of the alarm. The other type of program
alarm is also indicated by the program-alarm light, but in this case the program
in process continues without change. Should the astronaut wish to interrogate the
cause of this alarm, he can key in a request to the computer to display the error
code. The DSKY keyboard and displays-are discussed in the next section.

- ea

2.1.3.3 PINBALL and DSKY Displays

The AGC program which responds to DSKY buttons and requests illumination
of the DSKY liphtsis called PINBALL GAME BUTTONS AND LIGHTS—or PINBALL,
for short. PINBALL isunder Executive control and enables communication between
the computer and the astronaut. As mentioned in the previous section, exchanges
can beinitiated by operator action or by an internal computer program. Four modes
of operation are associated with PINBALL—internal dvata display, external data
loading, systems-test usage, and initiation of large-scale mission phases. Internal
data can be displayed once for verification (e.g., the ascent-injection parametérs
for lunar ascent) or periodicélly updated and displayed for monitoring (e.g.,'>
time-to-go tomain-engine ignition). External data are displayed in the appropriéte
display-panel register as they are keyed into the DSKY. The data for the loading
(external) and displaying (internal) modes can be presented in octal or decimal
format; if internal data are presented in decimal format, the program supplies the
appropriate scale factors for the display. PINBALL can also initiate a class of
routines used for systems-test functions which might require operator interaction
to determine whether to stop or continue the routine. The final mode of PINBALL
is initiation of large—écale mission phases by operator action, i.e., by changing the
mission program via the DSKY. (Fig. 2.1-4 lists the AGC programs for the CM
and LM available during a lunar mission.) A

The DSKY keyboard contains the following notations: VERB, NOUN, +, -, the
numerical characters 0 through 9, CLR (cleér), ENTR (enter), RSET (error reset),
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Command Module
AGC

00
01
02
03

07
11
17
20
21
22

23
27

30

31

32
33
34

35

37
38
39

40
41
47

51

52
53
54

61
62
63
64
65

. . 66

67

72
73
74
75
76

7

78
- 79

‘LM TPI Search

... _ Programs

CMC  Idling

Prelaunch Initialization
Gyro Compassing
Verify Gyro Compassing
CMC Power Down

IMU Ground Test

Earth Orbit Insertion (EOI) Monitor
Transfer Phase Initiation (TPI) Search

Rendezvous Navigation

Ground Track Determination
Orbital Navigation

Cislunar Midcourse Navigation
CMC Update

External AV

Lambert Aimpoint Maneuver
Coelliptic Sequence Initiation (CSI)
Constant Delta Height (CDH)
Transfer Phase Initiation (TPI)
Transfer Phase Midcourse (TPM)
Return to Earth (RTE)

Stable Orbit Rendezvous (SOR)
Stable Orbit Midcourse (SOM)

SPS
RCS »
Thrust Monitor

IMU Orientation Determination

IMU Realign

Backup IMU Orientation Determination
Backup IMU Realign

Maneuver to CM/SM Separation Attitude
CM/SM Separation & Preentry Maneuver
Entry-Initialization

Entry-Post 0.05 g

Entry-Up Control

Entry-Ballistic

Entry-Final Phase

LM Coelliptic Sequence Initiation (CSI)
LM Constant Delta Height (CDH)

LM TPI Targeting

LM TPM Targeting

Target AV

Lunar Module
’ AGC
Programs |

I_GC Idhng
GNCS Power Down

Powered Ascent Guidance

Rendezvous Navigation
Ground Track Determination
Lunar Surface Navigation
Preferred Tracking Attitude
LGC Update

External AV ,

Lambert Aimpoint Maneuver
Coelliptic Sequence Initiation (CSI)
Constant Delta Height (CDH)
Transfer Phase Initiation (TPI)
Transfer Phase Midcqurse (TPM)
Stable Orbit Rendezvous (SOR)
Stable Orbit Midcourse (SOM)

DPS
RCS
APS
Thrust Monitor

IMU Orientation Determination
IMU Realign
Lunar Surface Align

Braking Phase
Approach Phase
Landing Phase (Auto)
Landing Phase (ROD)
Landing Phase (Manual)
Landing Confirmation

DPS Abort

APS Abort

CSM CSI Targeting
CSM CDH Targeting
CSM TPI Targeting
CSM TPM Targeting
Target AV

CSM SOR Targeting
CSM SOM Targeting

LM SOR Targeting

“CMC is Command Module Computer (CM AGC)
LM SOM Targeting ok

"LGC is Lunar Guidance Computer (LM AGC)

Figure 2.1-4
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PRO (proceed), and KEY REL (key release). Each of these notations is internally
represented by a’ 5-bit binary code which is transmitted and recognized by the
computer. When the operator depresses any one of these buttons on the keyboard,
an interrupt program called KEYRUPT enters arequest to the Executive for another
program that decodes and stores the key code in an input register of the AGC.

The numeric sections of the DSKY panel form three data-display registers,
R1, R2 and R3, which can containup to fivenumerals each, and three control display
registefs, VERB, NOUN, and PROG (program), of two numerals each. Each of the
three data display registers has a sign section which displays a plus sign, a minus
sign or nothing at all (blank). The PROG register indicates the mission program
currently operating; the VERB and NOUN registers indicate the display and load
‘activity initiated by the operator or by the computer. All information necessary to
| operate the display panel on the DSKY is transmitted fbrom the computer thfough an
output register which activates two display characters at a time. The basic language
used for communication between the operator and PINBALL is apair of two-character
numbers that represents a verb/noun combination. The verb code indicates the
operation to be performed, while the noun code indicates the operand to which th}e
operation (verb) applies. Typical of the verb codes used are those for displaying
and loading data. Noun codes call up g_rbups of erasablé registers within computer
memory. Figures 2.1-5 and 2.1-6 give a list of the verbs and nouns available in
the AGC for the CSM program COLOSSUS. (The LM program, LUMIN ARY, has a

similar list.)

In addition to the numeric buttons and verb/noun conti‘ol buttons, PINBALL
responds to the other control buttons found on the DSKY. The RSET button usuélly
turns off the alarm lights on the panel. Should any of these alarm lights remain on
after the RSET button is depressed, the condition causing the alarm persists. The
ENTR button has two functions: it causes the AGC to execute the verb/noun
combination appearing inthe VERB and NOUN registers or to accept anewly- entered
data word. The CLR button is used to blank R1l, R2, or R3 during a data-loading
sequence, thus allowing reloading of a data word. The KEY REL button allows
internal programs to use the DSKY if the operator has not previously released the
DSKY for such use. The KEY REL light is turned on when an internal progra.rh
attempts touse the DSKY but finds that the astronaut hasnot released it for internal
use; depressing the KEY REL button performs this release. Thus, the operator
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has control over the displays he wishes to observe, without being interrupted by an

internal request. As will be shown in a discussion which follows on multi-level

displays, the KEY REL button can also be used to reestablish displays which have

been temporarily suspended.

While the astronaut communicates with the computer by entering information
in the DSKY, the computer communicates with the astronaut by a flashing or
nonflashing verb/noun display. The loading of data registers provides an example
of two-way communication. To load three registers of data, the astronaut selects
VERB 25 NOUN XX ENTR, where NOUN XX describes the data involved. He then
depresses the ENTR button and the computer responds by flashing VERB 21, telling
him to load register R1, which has been blanked. After the astronaut keys in the

' initial data, he keys ENTR. The computer responds with a flashing VERB 22,

indicating that it is ready to accept data in the second register. The process is

 then repeated for the third register. Since PINBALL is able to distinguish between

two modes of the ENTR button (execute verb/noun or enter data), data are not
processed until the final component is loaded and the ENTR button is depressed.
At this time, the data entered are scaled for each component and stored in the

proper location in memory.

When a sign button is depressed before data are entered into each register,
numeric information is treated as decimal; otherwise, PINBALL considers the data
to be octal. If the operator depresses the 8 or 9 button on the DSKY while loading
octal data, the OPR ERR (operator error) light is illuminated, which he can turn
off by depressing the RSET button.

PINBALL was first developed to exercise systems-test and operations pro- -

grams in an early version of the AGC. At that time only one level of priority was

‘provided. Consequently, two internal jobs requiring displays could not run simultane-

ously. (This was satisfactory then and even for later unmanned flights during which
the Boost Monitor Display—a constantly updated sequence of trajectory parameters
—was continuously displayed on the DSKY.) But procedures like rendezvous-radar

navigation marktaking could not run in the background behind atargeting computation

~ and communicate updated data through thenormal display activity in the foreground.

~ With the advent of manned flights, it became clear that the computer would have to

communicate with the astronaut on several levels; consequently, development of



display-interface software and a hierarchy of priority interrupts was begun. Boost
Monitor Display programs in SUNSPOT were the initial components of the complete
G&N astronaut/ AGC interface software that was further developed in SUNDISK and

ultimately refined for COLOSSUS and LUMINARY.

The initial display-interface routine, GOFLASH, was created to save coding
for the four or five calls to PINBALL by the Boost Monitor programs. The subroutine
approach saved 12 instructions of the 18 otherwise required each time the AGC
initiated an information transfer through PINBALL to the DSKY. In a recent
COLOSSUS program, there are 45 calls to GOFLASH, which accomplishes a net
saving of 540 instructions.

A second level of displays which was added carried a higher priority than
normal program displays. These so-called Extended-Verb displays permitted an
information request to be keyed in—even though another normal-priority program
might be in progress—and to attract the crew's attention via a flashing display,
effectively preempting the normal program's DSKY activity. An Extended Verb
usually takes the form of an information request which differs from a regular verb
in that it cannot be satisfied by simply displaying already available information

stored in an erasable-merhory location. An Extended Verb requires some data

‘manipulation and ordinarily involves one or more subroutine calls. While the Extended

Verb is running, thenormal display is held in abeyance. Since sufficient information
has to be saved to restore an interrupted display after the interrupt, display points
became natural restart points. And because displays are usually natural breakpoints
in an extended computation, they provide excellent demarcation points for program
phase changes. A special restart mechanism therefore was created to 'permit

"restarts" to pick up at the most recent display. A more comprehensive description

of restarts follows in Section 2.1.4.

At about the.time'_the need for Extended-Verb displays was recognized, asimilar
requirement was recognized for mark displays. During rendezvous, the astronaut

isvery busy with three four-partoperational cycles (navigation, targeting, maneuver,

and burn) in succession to be accomplished during brief spans of time. It therefore

became virtually mandatory that the Range Radar (LM) and VHF (CM) navigation
marktaking be performed automatically without astronaut supervision; but with

provision for astronaut intervention if anomalous mark data were obtained. The
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same priority-interrupt technique implemented in the Extended Verb feature wés
also implemented to permit navigation marks to be taken while a targeting routine
was in progress, and—when they satisfied certain threshold-acceptance criteria—to
‘be incorporated automatically. Only marks that violate accept/reject criteria need
be presented for the astronaut's consideration explicitly via the display-interruﬁt
software interface. Since Extended Verbs and mérking-program displays shared
the same priority level, a restriction was necessarily imposed that no Extended

Verb using displays could be imposed during marktaking.

A second higher level of priority-interrupt displays was required both to
display anomalous mark data which exceeded the threshold for acceptance and to

~ permit alarm-type displays to override the first two levels. Sincetargeting programs

or Extended Verbs run during the rendezvous programs, a third priority level was
needed for alarm conditions and for marks that exceeded the auto-accept threshold.
The three-level display hierarchy thus consists of normal displays, which are the
lowest level and can be overriden by Extended Verb or mark displays, and third-level
priority displays (alarm conditions, excessive updates) which can interrupt displays

in both of the lower priority levels.

In addition to the three internally-generated priority-display levels described,
- the astronaut can key in two higher levels called external monitor request and
non-monitor request. Altogether, five levels of display information are provided.
After keying in a nén-monitor request over an external-monitor‘request which in
turn has overridden the three levels of internal priority display, an astronaut can
return to the fourth external-monitor level from the fifth non-monitor level by keying
KEY REL, and from external monitor to the third (priority) level via another KEY
REL. He can then respond to the priority display and obtain the second and normal \
display levels, in tufn; by keying appropriate responses to each succeeding display
level. Thus, while monitoring a program computation and simultaneously taking
navigation marks; the;astronau't may be notified of an emergency-alarm condition
by a priority display and may then initiate two levels of monitor-interrupt displays

to discover the cause of the alarm condition before taking appropriate action.

The most significant effect of the additional display routines was that it became
possible to have three levels of programs—with displays—running simultaneously.

Response by the astronaut to any of the higher level displays would automatically
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cause the next lower-level display to reappear. This feature gives the astronaut

the flexibility of using five levels of displays at a time.

'2.1.3.4 Uplink and Downlink

Uplink is the digital telemetry system which enables ground control to load
data or issue instructions to the AGC in the same manner employed by the astronaut
using the DSKY keyboard. All information received by the AGC via uplink is in the
form of keyboard characters. Each characteris assigned anidentifying code number
called its character code. The AGC picks up the transmitted codes (these codes
are the same as key- codes) and enters a request to the Executive for the program
which decodes and accepts them. The PINBALL program which decodes and accepts

‘the transmitted code makesno distinction between inputs from the keyboard or from

uplink, and any ground-command sequence normally transmitted via uplink may be

- duplicated by the astronaut using the keyboard.

The astronaut can choose to reject uplink from ground control by setting a

toggle switch on the cockpit control panel to the blocked position.

A Universal Update Program exists in the AGC which facilitates updating the

‘erasable memory and can be called by a number of extended verbs. To protect

against the ingestion of erroneous information, the Update Program temporarily
stores all new inputs in a buffer and transmits its contents back to ground control
via downlink (see below) for verification. Furthermore, storage of state-vector
updates (position and velocity) with their associated sphere-of-influence (earth or

lunar) are delayed until current state~vector integration is finished.
The Update Program accepts four types of erasable-memory updates:

1. Contiguous Block Update provides ‘ground-control capability to update
up to 18 consecutive erasable-memory registers in the same erasable-
memory bank.

2. Scatter Update provides grdund-control capability to update from 1 to 9
nonconsecutive erasable-memory registers in the same or different
erasable banks, ‘

3.  Octal-Clock Increment provides ground-control capability to increment
or decrement the AGC clock with a double-precision octal-time value.
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4, Liftoff-Time Increment provides ground-control capability to increment
or decrement the AGC time, LM and CSM state-vector times and
ephemeris time with a double-precision octal-time value.

This Universal Update Program capability has been available since SUNDISK
(Apollo 7). '

Downlink is the digital telemetry system which automatically selects lists
(downlists) of internal AGC data for transmission to the ground downlink. Each
downlist contains data pertinent to specific mission phases. COLOSSUS has five
standard downlists: Powered, Coast and Align, Rendezvous and Prethrust, Entry
and Update, and P22 (Orbital Navigation Program). LUMINARY has six standard
downlists: Orbital Maneuvers, Coast and Align, Rendezvous and Prethrust, Descent
‘and Ascent, Lunar Surface Align, and Initialization and Update of the Abort Guidance
System (AGS). Whenever a new program is entered, a request for its list is made
- by placing the appropriate code into a downlink register. The downlink program
then transmits the complement of this code as an identifier and uses it to select
the appropriate list. The complete list is transmitted even if the program is changed

during its transmission.

The standard AGC downlist contains 100 words (200 AGC registers). The

AGC digital downlink is transmitted at a high rate of 50 vs)ords/sec or at a low rate
of 10 words/sec. Thus, transmission of one downlist requires two sec at the high

rate and ten sec at the low rate.

Certain data on the standard downlists are meaningful only when considered
in multiregister arrays. Since the programs which compute these ar'rays‘are not
synchronized with the downlink program, a "snapshot" is taken of these words so
~that changesin their values will not occur while these arrays are being transmitted
to the ground. When a "snapshot" is taken, several words are stored at the time
the first word is tranémitted. ‘The other words in the downlist are read at the time
of transmission.

There is a special mode of »downlink, called Erasable-Memory Dump, which

can preempt the standard downlist being transmitted. The transmission consists

of all of the erasable banks being transmitted sequentially. One complete pass
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through erasable requires 20.8 sec. The computer makes two passes through the
complete erasable’ memory before returning to the standard downlist for the current
mission phase. Since normal processing continues during the transmission of the
Erasable-Memory Dump, some of the registers transmitted could have different
contents on the second pass because they may have been recalculated during the

transmission time.

This erasable-dump capability can be initiated using an Extended Verb and
was deVeloped to support postflight analysis; it can, however, be used whenever

information not on a standard downlist is desired.

9.1.4 Error-Detection and Self-Check Features

- .-

’

Considerable effort has been expended over the years to uncover and-correct
for a number of hardware- or software-initiated problems. These problems can
vary from a hardware power failure to the software getting caught in a loop. Both
the hardware and software are designed to catch these problems, and the software
procedures used to reinitialize (restart) the computer have become relatively
standard. ' ’

The function of the ha.rdware—' and software-restart logic is to restore the
current program with a minimum of disturbance to the mission. Fundamentally,
this requires that certain specified tasks be called at the end of the correct time
intervals (from a suitable base time) and that the speciﬁed jobs be reestablished
with the proper priorities. In some cases, the proper "restarting' addresses for
the jobs and/or tasks shouldnot be at their beginning, but instead at some 1ntermec}1ate
location or even at -a special location .entered only if a restart is encountered.
These locations (restart peints) are chosen to fall between computations such that
when a restart occurs, the program resumes at a point in the program which precedes
~ the place where the problem arose. | |

To accomplish the required restart functions, the various activities performed
by the program software, in essentially independent computations, are divided into
"restart groups'; there is provision in the restart software for six groups. One
group, for example, might be conce‘rned with the periodic powered?flight navigation

cycling; another with orbital integration (perhaps required with powered flight to

60



generate relative .CSM/ LM display data); a third with the timing of events leading
to engine ignition; a fourth with generation of a time display on the DSKY; a fifth
with computation of required velocity information for a rendezvous maneuver; and
a sixth with a special computation performed shortly before engine ignition (to estimate
the length of the burn). All six of these functions could be part of the complete
program's computational load (as jobsor tasks) at one time and be in various stages
of completion; and, consequently, they could be associated with separate restart
groups. Not all computational 'activity in the program is restart-protected in this
fashion; for example, should a restart occur while data are being loaded via the

- DSKY, the loading sequence must be reinitiated.

A A restart group, therefore, can generally be considered to be éséociated with
S a particular. functional software activity. Each group, in turn, is conventionally
divided into a number of "'phases'" indicating just where the computations should be
reinitiated in. the event of a restart. The phase information for a given group is
retained in both true and complemented form in the erasable memory, giving' a
total of 12 cells for the six pairs of cells associated with the six restart groups.
When the restart software is entered, a check is made to ensure that all six pairs
of cells have the proper internal complement relationship. If not, it is concluded
that suspect information prex;ents the satisfactory resumption of computations, and
the attempt to perform the restart is abandoned in favor of a FRESH START. FRESH
START, which reinitializes the ‘compiete guidance system and essentially leaves it
in an "idling" configuration, is discussed in Section 2.1.4.2.) The complement
relationship could be destroyed if the erasable memory were modified by whatever
caused {he reétart action, such as a power transient, or should the restart occur

during certain portions of the programs that change restart-phase information.

Should the restart software conclude that adequate phase information is
available (on the evidence of a proper complement relationship for the six pairs of
phase data), the RESTART routine can be entered for each restart group that is
"active' (agroupis made "inactive' by setting the phase of that group to+0, indicating
that none of its computations are restart-protected). The RESTART routine, depending
on the value of the phase associated with that group, can cause jobé to be established
and/or Waitlist tasksto be called at .appropriate timesvia LONGCALL or thenormal
waitlist routines. The value of the phase information also determines whether one

or two such jobs and/or tasks are to be reinitiated, and, additionally, whether the
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parameters associated with the reinitiation are to be obtained from fixed or erasable

memory.

The value of the phase for a particular restart group, properly interpreted,
is used to select an appropriate table entry in fixed and/or erasable memory. The
table entries, separated by groups, are stored so that memory capacity is not wasted
should there be more fixed-memory tables of one type than the other. The polarity
with which information is stored in the tables is used to determine whether the
table information pertains to> a job, a Waitlist task, or a LONGCALL task, and,
additionally, to determine which of several available options for defining the
reinitiation parameters is to be employed.

During the course of the computations, it is necessary to update the phase
value associated with the appropriate group. This can be done directly by loading
new phase information into the apprdpriate group's phase cells or through use of
one of several available phase-changing subroutines. The three most commonly
used phase-changing subroutines are NEWPHASE, PHASCHNG and 2 PHSCHNG, all
of which have avariety of options, depending upon the details of the calling sequence.
Each one of these subroutines identifies the nature of the restart desired—fixed-

memory table only, fixed and erasable tables, or erasable-memory table only.

°

The AGC restart mechanism provides great flexibility for restarting with.

optimal configuration of important computations, at almostno cost in erasable memory
and little cost in execution time,

The sig}nificance of this restart protection can be appreciated mdfe fully if
one considers the cbnsequences 'of the accidental knockdown of an unprotected
engine-on bit during a burn. The following two sections describe remedies for
hardware- and software-discovered difficulties and illustrate how self-check

procedures contribute to the integrity of the mission program.

Y

2.1.4.1 Hardware Restarts

One kind of program interrupt—a hardware restart—differs markedly from.

those described in Section 2.1.2.1. This special kind of program interrupt does not
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result in''normal" resumption of the program; it takes absolute priority over other
program interrup'ts; it cannot be inhibited; and it can even interrupt an interrupt.
As part of its generation, a special involuntary-interrupt instruction is produced,
causing the hardware to generate a master-clear signal which knocks down all of
the outbits. '

A hardware restart can be triggered by such hardware problems as power
failure, computer-oscillator failure, or parity failure. If the failure is transitory,

the restart logic will resume the program flow.

A parity failure indicates pos sible malfunctions in a fixed or erasable register,

in a sense line or in an amplifier. The AGC-stored wordvlength consists of a sign
' bit, 14 magnitude bits of information and a parity bit. Whenever a register is
addressed, odd parity must be observed or a hardware restart will occur. Should
the parity error be detected in an erasable-memory register, it will be reinitialized
and thus reset by the software-recovery logic. However, should a parity failure
occur in a fixed-memory register, either a more serious physical problem exists

or the astronaut has accidentally addressed an empty (unused) register.

Hardware restarts can <;ccur_upori the software-detection of a program-inter-
rupt failure (RUPT LOCK)°revea1eci if a program interrupt is continuously in effect
for a specified period of time or if no program interrupt takes place within an
equally long interval. Similarly, a transfer-control failure (TC TRAP) can be
discovered. In addition, a special procedure called NIGHT WATCHMAN reveals
the failure to address one specific memory location with a certain frequency, thus

detecting the inadvertent entrapment in a lai'ge program loop.

Several lesser proble'_ms are indicated by warning lights and do not cause a
restart: Counter Fail, which arises if counter increments occur too frequently or
fail to occur following an increment requesf; PIPA Fail, which arises if no pulses
arrive from the Pulsed Integrating Pendulous Accelerometers during a specified
period, or if both positive and negative puises occur simultaneously, or if too long
a time were to elapse without at least one pdsitive pulse and at least one negative

pulse arriving; and Uplink Too Fast and Downlink Too Fast.
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2.1.4.2 Software Restarts

Software restarts are programmed branches into the software-recovery logic.’
They use much of the same coding as the hardware restarts and, in fact, execute

the actual restart in an identical fashion.

Software-restart logic is frequently useful to perform nonproblem functions
such as stopping certain computations while allowing others to continue. It is also
used when anew niission program is selectedvia V37, Inthiscase, current processing
is étoppe,d; all scheduled jobs, tasks and interrupts are cleared out; all restart
groups except the one used by the background-tracking program (if in progress)
become inactive; the new program is set up in a restart group; and then the restart
is executed to initiate the new program. Restart logic is used similarly in an abort
from lunar descent, but in this case, the new program selected would be the abort
program Software restart procedures can also be initiated by such software- detected '
* difficulties as too many tasks in.the Waitlist system or a.negative input to ‘the.
square-root subroutine. '

Two of the more important alarms which cause software'restarts are BAILOUT
and POODOO., A BAILOUT initiates a software restart for a problem from which
recovery is expected, such as the overflow of job-register sets. A POODOO initiates
a software restart for a problem from which a simple recovery is not expected,
such as an attempt to take the square root of a negative number. Such a problem
canhappen if erroneous parameters have been loaded; consequently, areinitialization
of these same pe{rameters will contmuously yield the same alarm. In this case,
normal computation flowis terminated and a flashing V37 (Change Program) comes
up on the DSKY. | o T T

A FRESH START reinitializes the complete guidance system and essentially
leaves it in an "idling" configuration with all of the output channels (outbits) and
pending interrupts knocked down; at this point the program checks to see if the
engine-on bit shoul‘d be restored and if the IMU is in gimbal lock, and it takes
whatever protective measures are necessary. FRESH START is the most radical

reinitialization available for recovery.

A software program called BANKSUM Check, initiated by an Extended Verb

to check all fixed and erasable memory for parity failures, is used principally for

"\
A

64



systems-test purposes. This routine sums the contents of the addresses within
each fixed bank— haltmg temporarily when the last memory cell is reached. At
this point a2 memory-cell summing routine included in the self-check portion of the
fixed memory checks to ensure that the magnitude-of-the-sum is equal to the bank
number and provides a DSKY display of the sum for operator review. The feat of
having the magnitude-of-the-sum equal to the bank number is accomplished in the
assembly process simply by adding an appropriate constant stored at the end of
each bank to the correct value of each BANKSUM's magnitude. ’

- As mentionedin Section 2.1.2.2, when no mission functions are being performed,
anidling job (DUMMYJOB) is run to check for new jobs while checking fixed and/or

.erasable memory, depending on the option last selected by the astronaut.

Lastly, should the astronaut want to check the DSKY lamps, they can all be
illuminated.

2.2 Major Mission Tasks Accomplished with the Computer Software

2.2.1 Early Approach to Navigation, Targeting, Guidance and Control

Thenavigation, térgeting, guidance and control software specifies and manages

the various spacecraft motions required to accomplish each mission phase. Functions
of concern include the onboard measurement of rotational and translational motion,
the processing of these measurements for display to the crew and ground control,
the acceptance from the crew or ground control of ‘desired spacecraft‘-.méneuver
instructions, and the.execution of- the de_ﬁnéd maneuvers to change the spacecraft
motion by modulating the firing of the various rocket-propulsion systems. In this

context, navigation, targeting, guidance and c¢ontrol are defined as follows:

Navigation is the measurement and computation necessary to determine the
present spacecraft position and velocity.

Targeting is the computation of the maneuver required to-continue on to the
next step in the mission.

Guidance is the continuous measurement and computatrion during accelerated
flight to generate steering signals necessary to assure that the position and
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velocity changes of the maneuver will be those required by navigation
measurements and targeting computations.

Control is the management of spacecraft-attitude motion—the rotation to and
the stable maintenance of the desired spacecraft attitude during free-fall
coasting flight and powered accelerated flight. »

The appendices to this report present a functional description of these major
prograni capabilities. Their design and development represent a significant portion
of the Apollo software effort. The integration of these guidance, navigation and
control programs with mission-oriented programs into a flight rope requires the
comprehensive testing and verification effort described in Séction 111,

The early studies of the major program capabilities began, in most cases,
well before the Apollo mission plan. was finalized, since most of their concepts
were fundamental to the overall task to be performed. For example, rendezvous
procedures would be essential to both the earth-orbit and lunar-orbit rendezvoﬁs

plans.

As a first step in MIT‘s software efforts, the basic organization of AGC
computation and control had to be deC1ded upon and implemented. PINBALL was
developed to enable commumcatmn between the astronaut and the AGC. Guldance,
navigation and control techniques had to be developed for every phase of the Apollo "
mission—from earth-orbit insertion to soft landing on the lunar surface to reentry
into the earth's atmosphere. Similarly, abort procedures had to be developed for
every phase. Studies determined the effect of the earth's luminous exponential
atmosphere upon space navigation. Star- a_rid_horizon-sighting techniques had to be
developed. Lunar-orbit determinationusing star-occultation measurements and the
NASA Manned Space Flight Network were investigated. The effects of retrorocket
exhaust velocity on visibility were ascertained. Development proceeded on auniversal
powered-flight guidance program tailored specifically to exploit the powers of an
onboard digital computer. In addition, powered-flight steering of a spacecraft using
a time-shared digital computer was studied, considering, of course, such factors
as performance, response time and fuel conserva’uon. And operatmg procedures

had to be defined for the entire Apollo mission.
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‘These are but a fraction of the many tasks which were studied and implemented
before a mission- orlented rope could be integrated. These tasks continue, Flight
experience frequently indicates the desirability of improvements or refinements.
An example of such ongoing design workis the automation of the rendezvous sequence.
Another is the restoration of the GN&C System Saturn-Take-over program as a
backup system. With these exceptions and at this advanced date in the program,

most changes are of a relatively minor nature.

The lunar-landing objective of the Apollo mission was finally achieved after
many preliminary flights, each of which evolved from its predecessor (see Secﬁon
1.2). Each flight rope contained not only the programsnecessary for the completion
,of its stated mission, but also many programs which were not of immediaté application.
" In this fashion, existing flight ropes also served to bench- test programs which would
beutilized in future flights. For example, the lunar operations sequence was present
in its entirety in SUNDANCE, the rope developed for a manned earth-orbital flight.
But SUNDANCE provided the unique opportunity to exercise the lunar sequences in
the comparatively safe earth-orbital environment. To prepare the actual lunar-
landing sequence, however, those programs still had to be adapted to the conditions

expected to prevail at the time of the lunar landing.
2.2.2 The G&N Mission Phases

For tractability the Apollo mission was divided into a number of discrete

phases. Although each phase will be dig:cussed somewhat independently, itis essential

tonote that all phases lead logically and efficiently from one to anotherin a stepwise
fashion. | '

The lunar-landing miésion, Apollo 11, contained all of the completed software
programs. While many detailed variations can existin future missidns, the. g‘uidanée,
navigation and control.functions remain essentially the same. A synopsis of a typical
Apollo lunar-landing mission follows to aid inunderstanding the comprehensive task
which the G&N software performs. |

As stated above, the o.verall' Apollo mission trajectory can be divided into

several linked phases. Figure 2.2-1 illustrates thirteen such phases. The following

paragraphs discuss each of these phases, along with luhar-su_rface operations.
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2.2.2.1 Launch to Earth Orbit

Prior to launch there is an intensive and intricate schedule of activity. Automatic
programmed checkout equipment performs exhaustive tests of the major subassem-
blies in two major sequences: countdown demonstration and the actual countdown.
Two operating sets of guidance equipment.are prepared for the launch. The Saturn .
guidance equipment in the Saturn Instrument Unit controls the launch vehicle, while
the Apollo guldance equlpment in the Command Module provides a monitor of Saturn
guidance durmg launch. The Lunar Module GN&C System, after prelaunch testing,

is normally powered down for the launch phase of the mission.

Both sets of inertial 'g'uidance sensors, Saturn and Command Module, are
aligned to a common vertical and launch-azimuth reference. During countdown,
both systems are gyro-compassed to an earth-frame reference. Near liftoff, both

éy_stems respond to discrete signals to switch over from the earth reference to the

nonrotating inertial reference used during boost.

During first-stage flight, the Saturn » guidance system controls the vehicle 'by.
swiveling the outer four rocket engines. During the initial vertical flight, the vehicle
is rolled from its launch azimuth to the flight-path azimuth. The Saturn guidance
then controls the vehicle in an open loop preprogrammed pitch maneuver des1gned
to pass safely thorugh the period of h1gh aerodynam1c loadlng .

Both the Saturn and Comman_d Module guidance sYstems continuously measure
vehicle motion an compute position and velocity. In addition, the GN&C System
compares the actual motion history with that expected from the Saturn control equation
to generate an error display for the crew. .

Shortly after -the initial fuel- setthng ullage and the second-stage thrust, the
aerodynamlc pressure approaches zero, the .launch escape tower is jettisoned, and
the vehicle passes out bf the atmosphere. Any required abort, now, would normally
be accomplished uaing the Service Module propulsion to accelerate the module away
from the rest of the vehicle.

Since the problems of aerodynamic structure loading are no longer important,

the Saturn guidance system now steers the vehicle toward the desired orbital-insertion |
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conditions using propellant-optimizing guidance equations. Thrust-vector control

is achieved by swiveling the outer four engines of the second stage.

During second-stage flight, the GN&C System continues to compute vehicle
position and velocity, as well as several other flight parameters which can be displayed
to the crew. The free-fall time to atmospheric entry, the apocenter altitude and

pericenter altitude are the primary displays ‘at this time.

The third Saturn stage (SIVB) has a single main propulsion engine gimballed
for thrust-vector control. Roll control is achieved using the small SIVB roll
attitude-control thrusters. The Saturn guidance system continues to steer the vehicle
‘to orbital altitude and speed. When orbit is achieved, the main SIVB propulsion is
shut down; thisusually occurs at about 12 minutes after liftoff ona 100-mile circular

orbit.

During the second- and third-stage boost flight, the Command Module is
configured to allow the crew to take over the SIVB steering function manually, should
the Saturn guidance system indicate failure. Should this switchover occur, presumably
the mission could be continued. More drastic failures would require an abort using
the Service Module prbpuléion sysfem. |

2.2.2.2 Earth Orbit

The Apollo spacecraft remains attached to the Saturn SIVB in earth orbit.
The Saturn system controls attitude by commands to the small SIVB reaction-control

thrusters for pitch, yaw and roll.

Ground-tracking navigation data telemetered from the Manned Space Flight
Network (MSFN) stations are available to correct the position and vel-ocity of the
Saturn navigation system and to provide navigation data for the GN&C Systein via
uplink telemetry. The inertial-subsystem alig_nfnént in the Command Module may
also be updated by star sightings with the optical subsystem. For these measurements,
the crew exercises manual control of vehicle attitude through the Saturn attitude-con-

trol system.
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Typically, the earth-orbital phase lasts less than three hours for systems
checkout before the MSFN-computed signals are transmitted to the Saturn system

to initiate the translunar-injection maneuver.

2.2.2.3 Translunar Injection

Translunar injection is performed using a second burn of the Saturn SIVB
propulsion system. Saturn guidance and control systems again provide thenecessary
steering and thrust-vector control to the near-parabolic velocity that puts the vehicle
on a so-called "free return' trajectory to the moon. This trajectory is constrained
ideally to pass in back of the moon and to return to earth-entry conditions without

additional propulsion.

- s

As before; the GN&C System independently generates appropriate parameters
for display to the crew for monitoring purposes. Should the Saturn guidance system
indicate failure, steering takeover by the crew is possible. The typical translunar-in-
jection thrusting maneuver continues for slightly over five minutes' duration before
the SIVB is commanded its final shutdown.

2.2.2.4 Translunar

The spacecraft conf{guration' injected into the translunar free-fall must be
reassembled for the remaining operations. An adapter in front of the SIVB houses
the LM until this phase of the flight. The astronauts separate the Command -and
Service Modules from the SIVB and then turn the CSM around for docking with the
Lunar Module. To accomplish this, the pilot has a three-axis left-hand translation
controller and a three-axis right-hand rotational controller. Output signals from
these controllers are processed in the Command Module computer to modulate the
firing of the 16 low-thrust reaction-control jets for the maneuver. The normal
response from the translation controller is proportional vehicle acceleration in the
indicated direction. The normal response from the rotational controller is propor-
tional vehicle angular velocity about the indicated axis.

During the separation and turnaround mé.neuver, the SIVB coﬁtrol system holds
the Lunar Module attitude stationary; this allows for a simple docking maneuver of
the Command Module to the Lunar Module docking hétch. The SIVB, Saturn Instrument

3
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Unit, and Lunar Module adapter are staged to leave the Apoilo spacecraft in the
translunar flight configuration. A further short maneuver puts the SIVB on aseparate
trajectory which will not interface with the Apollo spacecraft,

Very soon after injection into the translunar free-fall coast phase, MSFN-com-
puted navigation measurements are examined to determine the acceptability of the
trajectory. These data indicate Whéther there is a need for an early midcourse
maneuver to correct any error in the flight path which might propagate with time
to a larger value, thus avoiding a needless waste of correction-maneuver fuel.
Th1s first correction is made— perhaps a few hours from injection—only if it is
needed. Ground-tracking data can be telemetered to the spacecraft anytlme they
are available. Using these ground data or horizon-to-star angle measurements
‘obtained from the onboard sextant, the onboard computer can correct the knowledge

of the spacecraft state vector p051t10n and veloc1ty

Missiori control on the ground pefiodically examines the ground-based radar
data for uncertainty in position and velocity and the estimate of indicated velocity
correction required to improve the present trajectory. If the indicated position
and velocity uncertainties are suitably small and the indicated correction is large
enough to be worth the effort, the crew may execute the telemetered midcourse
correction. Each midcourse velocity correction requires, first, an initial spacecraft
orientation which aligns the estimated direction of the thrust axis along the desired
acceleration direction. Once the thrust direction is aligned, the rocket is ignited
and controlled by the GN&C System. | ‘

Typical midcourse corrections are of the order of 30 ft/sec or less. If a
required correction happens to bevery small, it is made with the small reaction-con-
trol thrusters. Larger corrections require.a short burn of the service-propulsion
rocket. The direction and magnitude of each burn adjust the trajectory so that the
moon is finally approacﬁed near the plane and pericynthion altitude that provide for

satisfactory conditions for the lunar-orbit insertion and lunar lahding.

During the translunar phase, mission control periodically transmits blocks
of data via voicelink to the crew-to permit safe return in the event of loss of
communications. These data include state-vector updates to be loaded by the crew

at the appropriate time into the AGC, The data are sent as a precaution against
o .
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Unit, and Lunar Module adapter are staged to leave the Apollo spacecraft in the
translunar flight configuration. A further shortmaneuver puts the SIVB on a separate

trajectory which will not interface with the Apollo spacecraft.

Very soon after injection into the translunar free-fall coast phase, MSFN-com-
puted navigation measurements are examined to determine the acceptability of the
trajectory. These data indicate whether there is a need for an early midcourse
maneuver to correct any errgr in the flight path which might propagate with time
to a larger value, thus avoiding a neédless waste of correction-maneuver fuel.
This first correction is made—perhaps a few hours from injection—only if it is
needed. Ground-tracking data can be telemetered to the spacecraft anytime they'
are available. Using' these ground data or horizon-to-star angle measurements
obtained from the onboard sextant, the onboard computer can correct the knowledge

of the spacecraft state vector—position and velocity.

Mission control on the grouhd periodically examines the ground-based radar:
data for uncertamty in position and velocity and the estimate of indicated velomty
correction required to improve the present trajectory. If the indicated p051t10n
and velocity uncertainties are suitably small and the indicated correction is large
enough to be worth the effort, the crew may exec-utevthe"telemeter_ed midcourse
correction. Each midcourse veldéity correction requires, first, an initial spacecraft
orientation which aligns the estimated direction of the thrust axis along the desired
acceleration direction. Once the thrust direction is aligned, the rocket is ignited
and controlled by the GN&C System. '

Typical midcourse corrections are of the order of 30 ft/sec or less. If a
required correction happens to be very small, itis made with the small feaction- con-
trol thrusters. Larger corrrections requiré a short bu_i‘n of the service-propulsion
rocket. The direction and magnitude of each burn adjust the trajectory so that the
moon is finally approached near the plane arid perlcynthlon altitude that provide for
satisfactory condltlons for the lunar orbit insertion and lunar landing. |

] . . .

During the translunar phase, mission control periodically tra.r.lsmits' blocks
of data via voicelink to the crew to permit safe return in the event of loss of
communications. These data include state-vector updates to be loaded by the crew
at the appropriate time into the AGC. The data are sent as a precaution against

&
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the contingency that telemetry and/or voice communication fail prior to the néxt

scheduled update. These updates occur at about ten-hour intervals,

2.2.2.5 Lunar-Orbit Insertion

Prior to lunar-orbit insertion maneuvers, as with all normal thrusting with
the Service Propulsion System, the inertial subsystem is realigned using star
sightings. Then the GN&C System generates initial conditions and steering parame-
ters based upon targeting parameters telemetered from the ground. The guidance
programs initiate engine turn-on, control the direction of the acceleration appropri-
ately, and shut the engine down when the maneuver is complete. Lunar-orbit insertion

maneuvers are the two burns typically intended to put the spacecraft in an orbit of

-approximately 60 nmi altitude. The first thrusting maneuver, behind the moon,

slows the spacecraft so that it will be "captured" by lunar gravity into a highly
elliptical orbit and not pass on free-return to earth. Then, the second burn, at
periluhe behind the moon, circularizes the orbit. The plane of the orbit is selected

to pass over the preplanhed landing region.
2.2.2.6 Lunar Orbit

In lunar orbit, navigation measurements may be made to update the knowledge
of the actual orbital motions. A particularly important sighting—that to the intended
landing target—provides data for the site's precise location in the lunar navigation
coordinate frame. Sufficient measurements must be made and combined with
ground-tracking data to provide accurate initial conditions to the Lunar Module

guidance system for the LM's controlled descent to the lunar surface,

2.2.2.7 Lunar Descent

During lunar orbits, before separation, the Lunar Module GN&C System is
turned on and receives a checkout and its initial conditions, and the rendezvous

radar (RR) is self-tested. Before initiation of the Lunar Module descent-injection

- maneuver, thevehicles are separated; the Lunar Module inértial subsystem receives

final realignment from star sightings; the directional tracking and ranging operation
of the RR is checked against the radar transponder on the CM; and the maneuver
attitude is assumed. The maneuver is made using Lunar Module descent-stage

propulsion under control of the module's GN&C System.
¥
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During free-fall phases of the Lunar Module descent, the Command Module
can make optical tracking and VHF range-only measurements of the Lunar Module
for confirmation of its relative orbit. For that part of the trajectory in front of the
‘moon, earth-based tracking provides an independent check. The RR continues to
track the CM transpdnder throughout free-fall for additional trajectory corrobora-
tion. At lower altitudes, the Lunar Module landing radar on the descent stage is
s-elf-tested prior to powered descent-insertion. Alignment updating of the Lunar

Module inertial subsystem is also performed.
2.2.2;7.1 Braking Phase

Powered-descent braking begins when the descent engine is“r“eignited; the
velocity- and altﬂ:ude-reducing maneuver is controlled via the Lunar Module inertial

subsystem and autopilot calculations in the computer.

The -descent; stage engine can be throttled over the range necessary to provide
initial braking and to provide controlled hover above the lunar surface, Engine-
throttle setting is automat1ca11y commanded by the guidance system to achieve proper
path control, although the crew can override this signal with several alternative
control modes, if desired.

Thrust-vector control of the descent stage is achieved by a combination of
body-fixed reaction jets and limited gimballing of the engine. The engine gimbal
angles follow guidance commands in a slow loop (fixed rate command of approximately
0.2 deg/sec), thus causing the thrust direction to pass through the vehicle center of

gravity—and minimizing the need for continuous fuel-wasting torques from the
reaction jets.

During all phases of the descent, the operations of the various systems are
monitored from Onboa'rd and earth-based radar. The landing can be retargeted by
uplink telemetry or the mission could be aborted for a number of reasons, If the
GN&C System performing the descent control is still operating satisfactorily, it

would control the abort back to rendezvous with the Command Module, If the primary
| guidance system has failed, the independent backup Abort Guidance System could

steer the vehicle back to orbital conditions for rendezvous.
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2.2.2.7.2 Visibility Phase

One significant feature of this phase isthat the controlled trajectory is selected

‘to provide the Lunar Module crew with visibility of the landing surface. The vehicle

attitude, descent rate, and direction of flight are all essentially constant, so the
landing point being controlled by the guidance appears fixed, relative to the window.
A‘ simple reticle pattern in the window indicates this landing point in line with a
number denoted by computer display. Should the astronaut observe that the landing
point isin an area of unsatisfactory surface features relative to other areas nearby,
he can select a new landing site for the computer-controlled landing. Alternately,
the astronaut has the option of taking manual control of this landing maneuver at
any time, o

Automatic guidance control during the braking and visibility phases uses
weighted combinations of inertial-sensing and landing-radar data, with the weighting
dependent upon expected uncertainties in the measurements., The landing radar
includes altitude measurement and a three-beam Doppler measurement of three

components of Lunar Module velocity with respect to the lunar surface.

At any point in the landing, the astronaut can elect to assume partial or complete

control of the vehicle. For instance, one logical mixed mode of operation would
have the rate-of-descent controlled automatically by modulation of the thrust

magnitude and astronaut manual control of attitude for horizontal maneuvering,

Near the lunar surface, the spacecraft enters a hover phase which may have

avariety of conditions, depending upon 'rhis sion ground rules, crew option and computer .
program. Descent-,St_age fuel allowance provides for hovering before touchdown.
If hovering is not accomplished, an abort is initiated on the ascent stage. The
crew makes final selection of the landing point and maneuvers to it either by tilting
the vehicle or by operating the reaction jets for translation acceleration. The
inertial- subsystem altitude and velocity computation is updated by the landing radar

so that, astouchdown is approached, good data are available from the inertial sensors,

since the flying dust and debris caused by the rocket exhaust degrade radar and

visual information. Touchdown is made with the spacecraft near vertical and with

a downward velocity of less than 4 ft/sec.

v
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2.2.2.8 Lunar-Surface Operations

The period on the moon includes considerable activity in exploration, equipment
‘deployment, experimentation, and sample -gatherings. Also during this time,
spacecraft systems é.re checked and prepared for the return. For example, the
ephemeris of the Command Module in orbit is periodically updated, and the
information is relayed to the Lunar Module crew and computer. The Lunar Module
rendezvous radar can also track the Command Module as it passes overhead to
provide further dataupon which to base the ascent-guidance maneuvers. The inertial
subsystem receives final alignment from optical star or planet sightings prior to
the start of ascent or, as a backup, the vertical components of this allgnment can
be achieved by accelerometer sensing of lunar gravity in a vertical-erection loop.
'Still another backup mode involves using computer-stored knowledge of the
spacecraft's inertial alignment at touchdown. Liftoff must be timed to achieve the
desired trajectory for rendezvous with the Command Module,

2.2.2.9 Lunar Asc_ent

Launches from the lunar surface leave the descent stage of the Lunar Module
behind, and can be initiated over a range of time by entering a holding orbit at low
valtitude until the phasing is proper for transfer to the Command Module. A desirable
constraint on all ascent-powered maneuvers, as well as abort maneuvers during
the landing, is that the following coasting trajectory have sufficient altitude to avoid -
intersection with the lunar surface. This is a safety consideration which allows
for the possibility of failure of the engine to reignite. If the Lunar Module engine
thus fails, the spacecraft could then Safely coast until a rescue maneuver by the .
Command Module is'aocomplished. That is, the Command Module could execute
"mirror images" of those thrusting maneuvers that the Lunar Module would have
normally performed. - Thus, the Lunar Module can be the passive vehicle in the

rendezvous exercise. -

Theinitial partof the ascent trajectoryis avertical rise followed by pitchover,
~as commanded by the guidance equations. The ascent-engine maneuvers are under
the control of the GN&C System. The ascent engine is fixed-mounted and nonthrottle-
able; consequently, thrust-vector control is achieved by complementing the engine

thrust with that of the 16 reaction-control jets mounted on the ascent stage. Required
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commands from guidance terminate thrusting when a suitable rendezvous coast

trajectory is achieved.

0 2.2.2.10 Lunar-Orbit Rendezvous

This phase starts from the low holding orbit achieved by the ascent burn of
the previous phase. From this orbit, the RR makes direction and range measurements
to the Command Module for refinement of the navigation data in the Lunar Module
computer. The phasing of motion between the two vehicles eventually reaches a
specific point at which a standard transfer burn puts the Lunar Module on an ascending
trajectory to intercept the orbiting Command Module. During this period, radar
measurements provide data for the Lunar Module computer's small velocity correc-
tions needed to establish a more accurate intercept trajectoryv. Coasting continues

between and during these corrections until the range to the Command Module is

reduced to a few miles.

A series of braking maneuvers under control of the Lunar Module GN&C System
and the astronaut is required during the terminal rendezvous phase. During this
phase, data from the inertial sensors and the rendezvous radar are utilized. The

Command Module pilot can monitor progress with the sextant, with VHF ranging,

~and with the computer-contained rendezvous program. This operation reduces Lunar

Module velocity relative to the Command Module to zero at close range, leaving
the Lunar Module pilot in a position to initiate a manual docking maneuver with the
translation and rotation control of the reaction jets. These maneuvers are normally -
done with the Lunar Module, although propulsion or control problems could require
the Command Module to take the active role. After final docking, the Lunar. Module
crew transfers into the Command Module. The remaining ascent stage of the Lunar.

Module is then jettis.o_ned.

2.2.2.11 Transearth Injection

-

Navigation measurements made while in lunar orbit determine the proper initial

conditions for transearth injection. These measurements are performed as before,

' Ausing available onboard and earth-based tracking data.

: Tl&e guided transearth injection, which of necessity is performed behind the

moon, is normally made under the control of the GN&C System. Targeting for this
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maneuver is normally provided by uplink telemetry before the spacecraft passes
behind the moon. Several backup means are available to cover possible failures in
the primary system. The injection maneuver is controlled to put the spacecraft‘on

a free-fall coast which will attain satisfactory entry conditions near earth.

2.2.2.12 Transearth

The transearth phase is 'very similar to the translunar phase. During the
long coasting phases going to and from the moon, the systems and crew must control
the spacecraft orientation. Typical midcourse orientation constraints include
ensuring that the high-gain communicaﬁon antenna can point to earth while remaining
‘ VWithin its gimbal limits; that the proper omnidirectional é.ntenna is selected by the
crew; and that the spacecraft attitude is not held fixed relative to thé sun for too
lorig a period, thus minimizing the effect of local heating. Consequently, a passive
‘thermal-control mode (barbecue) is normally used via the GN&C System to change

spacecraft attitude slowly, relative to the sun line-of-sight.

Onboard and ground-based navigation measurements nominally lead to aseries
of three midcourse correction maneuvers during the transearth flight. Very accurate
transearth injection has made it probable that one or more of these maneuvers
may be deleted. The aimpoint of these corrections is the center of the safe earth-entry
corridor suitable for the desired landing area. This safe corridor is expressed as
a variation in flight-path angle of -6.5 deg +0.05 deg, measured with reépect tq.thé
local horizontal. A too-high entry could lead to a skipout from the atmosphere; a
too-low entry could lead to atmospﬁeric drag decelerations exceeding the crew
tolerance. ' |

After safe entry conditions are confirmed by navigation, the inertial platform
is aligned or realigned, the Service Module is jettisoned, and the initial entry attitude
of the Command Module is achieved. ’

2.2.2.13 Reentry
Initial control of entry attitude is achieved by GN&C System commands to the

12 reaction jets onthe Command Module. As the étmosphere is entered, aerodynamic

forces ¢reate torques determined by the shape and center of mass. ‘These torques
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are in a direction toward a stable trim orientation, with the heat shield forwa'mrd
and the flight path nearly parallel to one edge of the Command Module's conical
surface. The entry digital autopilot in the GN&C System now operates the reaction
- jets to damp out any ascillation about this trim orientation. The resulting angle of
attack of the entry Shape causes an aerodynamic lift; this force is used for entfy
path control by rolling the vehicle about its wind axis under control of the GN&C
Sys.tem. Range control is achieved by rolling, so that an appropriate component of
the lift vector is either up or down, as required. Cross-range control involves
rolling' the spacecraft so that the lift vector points right or left of the flight path,

as required.

Safe reduction of high velocity to suborbital conditions through the eénergy-dissi-
~ pation-effect of the atmospheric drag forcesis the first concern of the entry guidance.
At lower velocity, controlling to the earth-recovery landing area is included in the
automatic guidance; manual entry maneuvers can also be used as a backup mode.
Velocity continues to decrease until deployment of the drogue parachutes. Final

letdown is normally by three parachutes to a water landing.
2.2.3 Rope Design Philosophy and Problems Encountered

The principal flight software efforts which, when integrated together, allow
such a complicated mission to succeed are coasting flight navigation, targetihg,
powered-flight guidance and navigation, and digital autopilots. The philosophy which
guided the design, development and integration of each of these tasks is presented

in this section, and a functional description of each is presented in the appendices.

Early in MIT's Apollo software effort, the engineer who .designed a mission
program was also reéponsible for the coding and testing of that program. Because
early programs were to'fly in unmanned, fixed-sequence flights, mission programs
were arrangedin afixed, predefined sequen'ce. AGC memor;);capacity seemed ample,

and programming and verification were relatively simple and straightforward.

With each successive rope, the software task became decidedly more compli-
cated. With the arrival of manned flights, provision for astronautinteraction brought
about a requirement for nonfixed program sequences with interfacing routines.

Thenecessity arose for several programs to run simultaneously. Memory require-
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ments beganto grow at astaggering rate . Finally, themission programs themselves
became so complex that it became virtually impossible for an individual design
engineer to accomplish all the design, programming andverification tasks by himself.

Clearly, the need for a formal design philosophy was at hand.

Mission programs were apportioned into standardized computational, service
and interfacing routines. Fux;-thermore, nearly every program was modularized so
that there were no assumptions concerning program sequence, except where manda-
tory. Consequently, the program became tractable, allowing the allocation of analysis,
program.ming and verification to expert programming individuals—each of whom
was to become a specialist in his own area. '
With this mddulariiation of the progranis, it became apparent that many could
“run in parallel. (The CM AGC Executive allows up to seven to run in parallel, and
the LM AGC Executive allows up to eight.) Parallel operation would create DSKY
display conflicts, however, because PINBALL originally restr:icted to one the number
of programs which might have access to the DSKY at any one time. But these
conflicts had been anticipated, since the multiple-level, DSKY-display capability
was being developed concurrently. Furthermore, the DSKY-display capability
provided a standard display interface for all programs and established a useful
‘mechanism for restartingprograxns (see Sections 2.1 .3.3. and 2.1.4). The modulariza-.
tion of the programs, together with the multiple-level DSKY displays, allowed the
flexibility and program manageability needed to accomplish the Apollo mission.

Problems were attendant throughout the development, however.

Great care had to be exercised in the allocation of erasable me'mofy, since
the demand exceeded the available registers; the sharing of erasables wherever
possible became s'tandard. With the enlarged staff of programmers, careful control
was more critical than earlier. Each individual programmer concentrated on a

particular aspect of the program, and frequently was unfamiliar with areas other

]

N :
Even the relatively simple Apollo 4 program had required no less than 87 percent
of the Block I computer memory. '
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than hisown. Considerable effort was expended in the allocation of erasable storage

and in the prevention or correction of erasable-memory conflicts.

Difficulty in ""'shoehorning' erasable storage** and the ever-attendant problems
of erasable-memory conflict were not the only vexations imposed by the meager
AGC erasable memory (2048 words): erasable sharing brought on external restraints,
causing programs to become less flexible—they had to be programmed to conserve
erasable memory even at the/cost of simplicity and execution time; and many basic

subroutines could not be made reentrant.

, From the beginning, restart protection has been provided for all the ropes¥
at a cost in fixed memory, execution time, and complexity (complexity because a
restart could occur anywhere in the program). One school of thought felt such

protection was unnecessary; it was unlikely, this viewpoint held, that such a restart
| would occur in flight at all, and ahy that did occur would probably be during an
unimportant pért of the program. However, zi more conservative philosophy
prevailed, providing safe error recovery—a sobering factor, since little or no
‘ redundarlcy was provided for fault toleranoe in the hardware, Simpler, more obvioué
programming techniques, which might have averted some of the problems encoun-
tered, were not used if it were felt that they might restrict the scope and usefulness
-of the program '

Gradually, provision has been included in the softwar'e to check'agains{ astronaut
procedural errofrs and to baok- up hardware failures with alternative software
processing; several software procedures have been implemented to ensure that
failures of critical switches and indicators can be overcome by special provisions
within the prograrn. ‘ ' '

At one point an Erasable Committee, consmtmg of the Assembly Supervisor and
representative experts from each of the major areas, would adjudicate every request
for an erasable word or b1t

COLOSSUS 237 (Apollo 8) flew with only 15 unused erasable words, and LUMINARY
69 (Apollo 10) with only 5.

®
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SECTION III

TESTING, VERIFICATION, AND MISSION SUPPORT

For each flight a new assembly of onboard computer programs is integrated
and tested. Improvements over the previous flight are included and parameters
improvements over the previous flight are included, and parameters are changed
tomeet specific flight objectives. Asmentioned in Section I, this completed assembly
of hard-wired and erasable memory is known as a "rope', a name taken from the
weaving process by which the fixed memory is manufactured_. The present section
of this report describes MIT's continuing effort in the qualification and support of
eachnew rope. The support effortisvariedinnature. Before release for manufacture,
the rope undergoes avigorous testing and verification program. Specification change
procédures provide NASA with control over the software system. Documentation
is generated for trainiﬁg and information purposes, as well as for specification
control. MIT also supports the Apollomissions by training crews, flight controllers
and others, by providing support personnel to NASA, and by actively monitoring
each flight.. ‘

3.1 Testing and Verification

3.1.1 Testing Philosophy

Because the lives of astronauts are at stake, all components of the Apollo
system must undergo exceptionally stringent testing. Schedules have been tight
and launches frequent; thus, timely, well-managed testing pfogra.ms have been
necessary. The testing program for Apollo software was designed under additional
constraints, because ':che software is subject to constant change. Improvements are
continually suggested by the astronauts, NASA and MIT—evenup to the time of launch.
The fixed memory, however, must be tested and released for manufacture three to
- four months prior to flight, to allow for manufacturing time and for integrated testing
of the complete vehicle. Thus, an obvious conflict arises between the desire for
improvements and the need for testing. As a result, MIT must perform a large

‘,
amount of work in a short period of time—and with very high accuracy.

82



In general, the MIT testing program encompasées two major areas—cofnputa-
tion and logic. The mathematical portions of the program are tested for computa-
tional accuracy, both to discover programming errors and to identify degradatioh
in accuracy resulting from such factors as truncation and roundoff. Tt is also
necessary to test the entire program sequentially to ensure that the proper logical
sequences occur. a | ‘

s

The first step in the testing program is the preparation of comprehensive
test plans. A test plan specifies the objeétive of the test, the broad initial conditions,
and the sequence of program operation, and it identifies the criteria (test points)
upon which the results are to be judged. Preparation of test plans requires the
cooperation of the designers and programmers who are intimatély acquaintéd with
the particular coding being tested, as well as coordination by those familiar with
the overall program structure. Test plans thus sérve toorganize, control and evaluate.
the testing program.

After preparation of the test plan, the second step in the testing procedure is
to generate specific initial-condition data and adetailed operating sequence, including
astronaut operations when applicable. The third step is to perform the test on the
All-Digital or Hybrid Simulators and to collect the test-point data from on-line
‘printouts and post-run edits. Compari‘s.ori data are collected from other simulations.
The fourth step is to compare the test-point data from the various sources and .to
make a judgment concerning the future cdurse of the test. It is not unusual for a
test to go through the second, third and fourth stéps repeatedly before being judged

successful. The final step is the documentation of the test.

Testing procedures developed along with the programs-. In the early conceptual

and engineéring stages, MAC”< programs wer:e written by the designers to test their
ideas before AGC coding was started. When small pieces of AGC coding were
completed, they were'individually tested to sée that all logical branches were correct
and that they yielded the desired arifhmetic outputs. As these pieces of coding

were integrated to form larger blocks, interfaces were tested to verify that ‘the

>I<As explained in Section I, MAC is a high-level programming language for general-
purpose computers, developed at MIT for scientific applications. It is not to be
confused with MIT's Project MAC. The latter wasnamed independently, some years
later, and is unrelated to the MAC language.
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pieces of coding which were tested independently would also work together. Much
insight and pianning were necessary to ensure that sufficient representative tests
were run on combinations of programs, since the length and complexity of the
integrated system software made it impossible to test every conceivable sequence
of events. However, all of those sequences which could reasonably occur for a

particular mission were vigorously tested.

As work progressed from subroutines to the major-program level, testing
emphasis shifted from the individual bits and branches to the overall performance,
computational accuracy, scaling problems, and major logic flow. It was important
to determine whether the design was adequate to perform the required functions.

As it reached completion, the integrated flight rope required performance
and stress testing. Typical mission sequences, such as navigation, targeting and
powered flight, were simulated. Testirig was also designed to ensure that the computer
could accomplish all the required tasks in real time, (If the AGC is asked to do
too many things at once, a restart will occur, and valuable time will be lost.) It .
was also important to test the effects of off-nominal procedures and data upon

computer functioning.

After the early ‘missions were flown and the testing program became well
defined, it became unnecessary to duplicate the above testing for each new mission.
The program worked—only the changes and additions needed exhaustive tesvt‘ing{
As aflight approached, the testing emphasis shifted towards those program sequences
and combinations which were anticipaféd for the mission.

3.1.2 Levels of Testing

Formally, the testing effort has been subdivided into six levels:

Level 1 testing was part of the early design effort. As a partiéular set of
specifications was created, design engineers coded the equations in MAC and
performed various test cases toidentify possible computational and logical difficul-

ties, such as loss of acceptable accuracy and range of variables.

<4
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Level 2 testing began when a block of AGC coding was corhpleted for the above
specifications. The programmer would test the coding on the All-Digital Simulator.
Only those factors directly influencing the block of coding were included in the
simulation. Results of Levels 1 and 2 testing were compared and distributed among

MIT personnel.

- Eventually, Levels 1 and 2 wére combined by building edit programs in the
All-Digital Simulator which processed the data through both MAC and AGC equa-
tions, and printed comparisons. As the overall programs became well developed,
new design changes would thus undergo "unit testing', which took the place of Levels
1 and 2. |

Levei 3 testing was done by the programmers to verify the operation of cgjmplete
programs or routines. Dig'ital and hybrid simulations were used to ensure that the
smaller blocks of coding fit together logically. As each logical path of the coding
was tested, it ‘was traced on amaster copy of GSOP, Section 4, including test number
and date. (Section 4 isthe NASA- approved specification document for software-logic

flow, as discussed in Section 3.2.1 of this report.)

Level 4 testing required the cooperation of designers and programmers, using
both digital é.nd hybrid simulations. Sequences of several programs were tested,
corresponding topossible missionusage. These tests verified the proper communica-
tion from program'to program and investigated conflicts in such areas as erasable-
memory usage and time sharing, between the major programs. Test points were
compared with the edit programs in the All-Digital Simulator, or, if edit programs
were unavailable, with an engineering simulation. Completion of Leve'l- 4 testing

corresponded to release of a program for manufacture.

The programs und‘erwént continual change during Levels 3 and 4 testing due
tonew specifications,.as well as problems uncovered by the testing program. Level
5 testing repeated all the Levels 3 and 4 tests on the final rope which was released

for manufacture, and thus verified the continual validity of these earlier tests.
Level 6 testing, which took place after the.rope was released for manufacture,

made use of the All-Digital Simulator to establish performance specifications, and

the Hybrid Simulator to reveal program anomalies. Level 6 testing onthe All-Digital
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Simulator was oriented toward the particular flight; these tests used the expected
timeline, operational trajectories, procedures and erasable data. Expected one-
sigma and three-sigma errors in equipment and in state vectors were employed to
give a broad range of performance data. Results of the tests were analyzed by the
designers and programmers, and presented to NASA as predictions of the Guidance,

Navigation and Control System's performance.
3.1.3 Testing Tools

Software designers and programmers used various simulations in the develop-
ment and testing of the flight programs; The All-Digital Simulator bore the largest
brunt of the testing effort. It afforded the most precise and repeatdble simulation
of the AGC and its environment. The Hybrid Simulator permitted the tester to
interface directly with a program by means of a DSKY and to make on-the-spot
changes if necessary. The Engineering Simulator provided quick turnaround, thus
permitting multiple runs with changes in many parameters. The following sections
briefly describe each of these simulations, with emphasis on those aspects pertinent

to their use in the testing and verification program.
3.1.3.1 All-Digital Simulator

The All-Digital Simulator has been the most powerful tool in the verification
program. It exists entirely as codihg on a general-purpose digital computer, and
is composed of two logically independent sections, linked by an interface routine.
The AGC Insfruction Simulator simulates the operation of the Apollo. Guidance
Computer, both in storage layout and in détailed arithmetic and logical operation.
The Environment, made up of a number 6f MAC-coded sﬁbroutines, simulates all
relevant aspects of the hardware and flight environment within which the AGC
operates. This environment includes effects of the ehgine, spacecraft dynamics,
optics, IMU, radar, astronaut interactions, atmosphefic and gravity effects, and
celestial-body motion. Almostevery aspect of the environment which can conceivably
interact with the flight program is included.

During a simulated se,quence., the Instruction Simulator advances through the

AGC p"-rogram, instruction by instruction, simulating the detailed operations per-

formed by the AGC in executing each instruction. After each instruction cycle, the
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state of the simulated computer, including such factors as instruction sequencing,
contents of erasable storage, intefrupt activity and clock incrementation, is identical
to the state of an actual AGC executing the same program; in addition, truncation,
round-off, overflow and timing exhibit the same behavior on the simulated AGC as

they do in the real one.

Inthe course of advancing through the AGC program, the Instruction Simulator
encounters instructions which refer to input or output operations, such as the reading
of an input counter or the setting of an output discrete. A program known as the
Communicator examines all such input/output references and determines whether
immediate interaction with the Environment simulation is required by the specific
action of the AGC. When input data are required by the Instruction.Simulator, the

"Communicator tries to provide this information by extrapolation from the previous

Environment state. If this can be done, control returns immediately to the Instruction
Simulator. Should the Communicator not have a valid extrapolation formula, there
will be a full Environment update. In general, the Communicator updates the
Environment over the 1ongest possible time interval consistent with maintaining
simulation accuracy.

By maintaining a high degree of similarity between the simulated and the real
AGC-Environment interface, the simulated AGC can be subjected to computational
loads and dynamic situations which closely approximate the conditions of a real
mission. Precision in the simulated AGC performance is degraded primarily by
inaccuraciesin AGC or Environment models. These inaccuracies may be deliberate,
representing a compromise betweenbf:'idelity and computational speed, or may be of
unknown cause and difficult to evaluate; however, the inaccuracies are all within

the precision needed to test the programs vigorously.

In addition to providing the Instruction Simulator with all the necessary inputs
for the simulation to run, the Environment serves as a standard against which flight
software performancé can be judged. This is because many ofvthe tasks required
of the AGC involve measurement and computation of factors in the ext'ern'al
surroundings, such as spacecraft attitude and tréjectory, the effects of gravity, and
sensor errors. Inaccuracies can arise in ’chesé AGC computations for a number of
reasons: informationfrom the sensors may be imperfect; the measurements available

may have to be processed before the information required can be obtained; space
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and time limitations in the AGC, with its short, 15-bit single-precision accuracy,
also introduce errors; finally, programming errors can lead to subtle or gross
miscalculations. All of these error sources are represented in the All-Digital
Simulator. However, the Environment portion of the simulator has available or
can generate the "true" value of the quantity being measured and the "true" value
of the quantity being computed. Although the "true' quantities in the Environment
simulation are obtained from finite precision mathematical models, the 64-bit
accuracy of the MAC-coded environment is far greater than the AGC provides, and
the models are more comprehensive than those used in the flight programs. For
example, the Environment can compute the "true' altitude of the Lunar Module above
the simulated lunar surface. This altitude can serve as a standard by which to
_jﬁdge the AGC-computed altitude. Post-run edits permit the user 1o make this

type of comparison on any pertinent section of the software.

The Digital Simulator provides theuser with numerous output options, traces,
dumps and edits, which permit detailed analysis of AGC performance. Before
processing each instruction, the Instruction Simulator checks whether there is a
user-interrupt attached to that instruction. These interrupts can be initiated by
accessing a memory locatior}, or can be made conditional upon various parameters
of the computer state or upon the number of accesses to a location. Thus, the user
can interrupt the program ’.co dump onto magnetic tape any portion of the AGC memory
or the Environment. He can flag the time an instruction occurs, change any register,
or even terminate the run. The user may periodically dump a "snapshot" of the
entire simulator from which a subsequent simulation can be initiated. This feature,
commonly called "rollback', is extremely valuable when many hours have been
invested in a simulation run that has terrhinated for one reason or another. The
results may be examined, changes made to the AGC progfam or the Environment,
and the run continued in a deterministic manner. Since the simulation is entirely
digital, it has bit-by-bitrepeatability, and any changes bétween runs can be attributed
to modifications by theuser. As previously fnentioned, the editing capability causes
information to be stored and then analyzed at the end of the simulation by a MAC

program.
Generally, debugging of AGC }Srograms proceeds by testing individual elements

of programs on the Digital Simulator separately, and then gradually merging the

elements into a working rope. The AGC programmer uses the simulation in early
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stages of development to debug preliminary coding. The program under test is
executed in a simulation, and, by using the various diagnostic tools, the programmer

can determine where errors exist.

In later stages of rope development, the Digital Simulator can be used to verify
the adequacy of the various guidance, navigation and control programs to perform
required tasks in a flight environment. The implementation of specific guidance,
navigation or control laws on the AGC often leads to problems with scaling, job
sequencing, or timing. Thesé problems may be uncovered in simulation and result
in redesign of some of the control algorithms. The closed-loop simulation of the
AGC interacting with the vehicle is able to test the adequacy of the steering and
~autopilot design in many ways that are not possible through analysis alone. In the
final stages of program development, the simulator may be used to generate long

verification runs which demonstrate the full mission capability of the rope.

The All-Digital Simulator plays the largest part in the testing and verification
program. Among its advantages are the exact reproducibility of tests, and the
availability of many user options. One disadvantage is that the user cannot interface
directly with the program. All required environment and astronaut actions must
be decided upon before thé test, and changes cannot be made until computer printout
is returned to the user. AnotherAdisadvantage is that, in a few circumstances, the
simulation may be forced to runmuch slower thanreal time, as when high-frequency
bending is being simulated, and the Instruction Simulator has to wait while digital
approximations are being calculated in the Environment. For these cases the Hybrid
Simulator is the more appropriate testing tool; and cbmplements the cap_abilities of
the Digital Simulator. '

3.1.3.2 Hybrid Simulator

The Hybrid Simulator combines analog and digital computers with various
pieces of G&N hardware to provide a real-time simulation of the flight programs.
By interfacing with the simulation through a DSKY and various hand controllers
and switches, theuser can control the flow of the program in process and can make
on-line modifications if necessary'. This capability is especially pertinent, since
the Apollo system involves such a high degree of man/machine interaction. The

user may be a designer testing a new design, a prograrhmer verifying his coding, a
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human-factors engineer evaluating crew procedures, or an astronaut familiarizing
himself with the ‘system. Two‘complete simulators exist, one for the Command
Module and one for the Lunar Module. Mockups of the CM. and LM cockpits are
interfaced with each of the hybrid computers to provide an environment for realistic

replication of crew functions associated with the G&N system.

Analog and digital computers are both necessary to provide real-time simula-
tions. Such high-frequency effects in the environment as bending and actuator
dynamics are simulated by analog computers, since adigital computer cannot respond
in real time with the accuracyneeded. Repetitive mathematical and data-processing
functions, however, are best performed by the digital computer.

In the Hybrid Simulator, actual Apollo LM and CM computers are used;
however, Core Rope Simulators replace all of the AGC memory with erasable
‘memories, thus facilitating convers-ion‘ from one rope assembly to another, Core
Rope Simulators also provide many useful features to aid in program analysis, such
as the ability to monitor and change memory locations, and to stop and single-step
either computer. Actual Coupling Data Units interface with the AGCs, but the
remaining G&N hardware, as well as spacecraft dynamics and the external environ-
ment, are simulated. The cockpits feature planetarium displays and television for

use by the optics equipment and for simulated lunar landing.

Operation of. the Hybrid Simulator requires the participation of an AGC user
and a computer operator. An XDS 9300 computer controls the simulation; It
initializes, checks and modes the analdé computers. It loadsthe Core Rope Simulator
with an AGC program, sets up the values of variables, uplinks erasable-load values
to the AGC, and turns the entire simﬁlétion' on. At this point, the'AGC user will
call up on the DSKY the AGC program to be-verified. This can be done either from
the DSKY in the hybrid labobratory or from the one in the cockpit mockup. '

During operatic;n, data are taken from the AGC every two seconds 1n two ways:
the cockpit displays, the DSKY and the Core Rope Simulator provide visual data
displays; and the telemetry simulator transfe_ré the AGC downlists directly to an
XDS 9300 program which records each downlist, together with a selected "snapshot"
of pertinent simulation parémeters, ontovmagnétic tape. Following a simulation,

the downlink tape is run through an Edit program to produce an arrayed, scaled
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and labeled line-printer output in a format convenient for comparing AGC and XDS
9300 quantities. Strip-chart recorders are used for recording simulated variables
from the analog computers and also for some digital-computer variables after

digital-to-analog conversion.

A disadvantage of the Hybrid Simulator is that the results are not exactly
repeatable. The output of the analog computers can vary slightly with time, thus
preventmg amlcroscoplc quar{hta’uve analysis and comparison of results. Howev'er,
qualitative ana1y81s and the checking of logical branches are facilitated by the fast
turnaround time, and the ease with which AGC assemblies can l_)e loaded into the

Core Rope Simulator and changed as necessary.
3.1.3.3 Engineering Simulator

The Engineering Slmulator was designed to aid in early analysis and Level 1
testing. The software logic spemﬁed in the GSOP was coded directly in the MAC-
language and run with a greatly simplified environment. The engineering simulation
was also used to help evaluate AGC-coded performance on the All-Digital Simulator.
As the Edit capabilities of the All-Digital Simulator were developed and improved,
the Engmeermg Simulator became less 1mportant However, the high operating
‘speed and simple environments of the engmeermg simulations made them espec1a11y
suited to statistical analysis of various techniques, such as rendezvous. The user
could run many trials with changes in parameters, thus forming a large data base
for statistical ju?gments. It wduld have been extr‘eme'ly costly and time-consuming

to perform such runs on the All-Digital Simulator.

3.1.3.4 Systems Test Laboratory -

The Systems Test Laboratory contains two complete G&N hardware systems
—one each for the LM and CM. Although used principally to check out the hardware
and hardware/software interfaces, the systems provide a software test and verifica-
tion capability not ‘present in any of the othei‘ simulators, since they include actual
radars, optics and Inertial Measurement Units. This hardware cemplement allows
the meticulous checking ofi_radar and optics programs and further provides real
hardvsiare/software interfaces, with all of their inherent random characteristics.

It is these characteristics that can never be duplicated on any simulator.

91



In the course of checking outthe hardware/software, the operators have ofttimes
uncovered bugs which otherwise would not have been discovered, sinceon a simulator
all of the possible vagaries of an actual hardware/software union might not have

been simulated.

Most problems which occur during flight can be readily explained, but it remains
to be proven in the Systems Test Laboratory if that explanation is indeed correct.
For exainple, during the Apollb 11 lunar descent several alarms came up on the
DSKY indicating that the computer was saturating without apparent reason. A
suspicion that the rendezvous-radar power switch was in the wrong position was
confirmed via voicelink to the crew, thus erasing initial doubts about equipment
failure. This explanation for the troubles encountered during 1una“rn_descent was
later verified in the Systems Test Laboratory when the lunar-descent programs

were run with the hardware in the incorrect switch configuration.

From a software-testing point of view, one disadvantage the Systerhs Test

Laboratory has is that it makes no provision for spacecraft dynamics, but this is
of little consequence since the Hybrid Simulator does. The Hybrid Simulator serves
as the tool for the great bulk of those tests which require an astronaut/software /hard-
ware interface. However, those pro'gfams which utilize interfaces with the optics
and radar are tested in the Systems Test Laboratory. In a real sense, thérefore,

these facilities complement one another.

3.2 Software Specification Control .

The Guidance System Operat'ions Plan (GSOP) is the NASA-approved specifica-
tion document for each new rope. Before release for manufacture, the coding should
fulfill all of the performance requirements and logic specified inthe GSOP. Changes
in this specification from one flight to the next must be approved by the NASA Software
Control Board (SCB) tn the form of a Program Change Request or Program Change
Notice. There are, however, many points in the coding which are ""below'" the GSOP
level of specification. Changes to coding not covered by the GSOP may be made
without NASA approval, but require internal MIT review in the forfn of MIT Assembly
Control Board (ACB) approval. After the rope is released for manufacture, an

Anomaly form is used to report detected deviations from the specification,
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The GSOP is by definition an incomplete specificatioﬁ, in that it does not
accurately reflect such prograrri factors as timing, flag setting, restarting, display
of data, jobs and tasks, or erasable structure. Changes in coding below the
specification level of the GSOP do not require NASA approval. Thus, there is a
certain amount of freedom of implementation available to MIT. However, MIT
performs internal change control by requiring Assembly Control Board approval of
all changes not specifically covered by other documentation. ACB requests are

used primarily to conserve coding and improve program efficiency.

Various meetings‘ with NASA serve to define and control software implementa-
tion. The Software Development Plan Meeting is held regularly at MIT to review
the status of the software effort and plan future development. Three meetings have
" been used to mark official NASA acceptance of a rope. (See Section-3.2.3.) The
First Article Configuration Inspection (FACI) followed Level 4 testing, and was the
preliminary approval to release a rope for manufacture. Upon completion of Level
5 testing, the Customer Acceptance Readiness Review (CARR) marked épproval of
the complete functionirig of the rope. About one month before flight, the Flight
Software Readiness Review (FSRR) approved the rope for the particular flight details
and uses. Since Apollo 8, the FACI and CARR have not been used.

3.2.1 The Guidance System Operations Plan (GSOP)

As discussed briefly in Section 1.3.2, the Guidance Systern Operations Plan
is the specification document for the software effort. Tt is publishedv separately for
the Lunar Module and the Comma.nd":’Module.. The GSOP is updated with each new
program release, thus providing NASA with ready and accurate contrbi over the
software and system operations. In addition to its role as a specification document,
it has served as a working document within MIT to coordinate the inputs of the
various groups, and as a tésting foundation for simulator personnel. Tt has also

served MSC personnel and contractors as a G&N description and as a crew-training
aid. '

The GSOP is published in six sections, each a separate volume. Section 1,
Prelaunch, contains prelaunch calibration and test operations. Section 2, Data Links,
describes programs and data for digital uplink and downlink between the onboard

computer and the ground. Section 3, Digital Autopilots, describes the autopilot design

93



and function.  Section 4; Operational Modes, speciﬁeé the logic flow of the software
coding for most prograrris and routines. (Since Section 4 does not specify the coding
itself, programmers are relatively free touse the most convenient method of codin'gv
for aparticular situation.) Section 5, Guidance Equations, is an engineering-oriented
view of the guidance and nav1gat10n computatlons as used by the logic descrlbed in
Section 4. Section 6, Control Data, is a summary of the data used in the All- Digital-
and Hybrid Simulators to ver1§y the flight programs.

3.2.2 Change Control Procedures

All changes to program specifications must be submitted for NASA approval
as either a Program Change Request or Notice. The Prograrh Change Request
(PCR) is a request. for a change, originating either at NASA or MIT. Tt is given a
preliminary review for technical content b'y'the MI_’I" program engineer and by the .
NASA Flight Software Branch, then helld»* for Software Control Board action.
Composed of representatives of various branches of NASA, the SCB may disapprove
a change, order a more detailedA evaluation from MIT, or order MIT to implement
the change. This decision involves overall mission considerations and scheduling,

as well as the particular software considerations.

Although aProgram Chaﬁge Notice (PCN) follows the same approval procedure
as a PCR, it is a notification by MIT that a change is being made, rather than a
request for a change. The PCN is used fer clerical. corrections to the GSOP, or
for changes which must be made for program dex}elopment to continue. The use of
PCNs to authorize changes has some risk, in that formal SCB action may disapprove
the PCN, requiring the undoing of the change.

An Anomaly is afailure of the program t:o performto the specification. Anomaiy
reports result from ‘testing and inspection after rope release. Theymay beoriginated
by NASA, MIT, or the ather contractors to report program 1rregular1t1es or deviations
in expected performance The Anomaly form submltted to the Flight Software Branch
contains a detailed description of the Anomaly, mcludmg its cause, how the Anomaly
is recognized, its effect on the mission, avoidance procedures, recovery procedures,
and suggested progr'am corrections. Since Anomalies occur late in the preparafion
for a mission, after a rope has been manufactured, the disposition is usually to

write a''programnote" for the present mission, and correct the problem in a future
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release. Sometimes, however, as of result Anomalies, new PCRs, or problems
discovered in testing, it is necessary td re-release a rope. When the decision is
made to fix an Anomaly, authorization may be given in one of two ways. If the
Anomaly has no effect on the GSOP, a routing slip is attached to the Anomaly with
diréction to fix the problem. If the Anomaly has GSOP impact, a PCR or PCN is
prepared and processed in the normal manner. Approval by MSC of the PCR is the
authorization to fix the GSOP “and the program. -

Program and Operational Notes are prepared by the NASA Flight Software
Branch and reviewed by MIT personnel with the crews in attendance before each
flight. The purpose of Program Notes is to advertise to the crew and flig}}t controllers

known subtleties and Anomalies in a rope, and to provide workaround procedures.
'3.2.3 Software Control Meetings

Various meetings among NASA, MIT, and the other contractors serve to
disseminate information about software status, to control changes in specification,‘

and to mark formal acceptance of the released flight rope by NASA.

A The Software Development Plan Meeting is held biweekly at MIT, with NASA
represented by the Flight Software Br‘anch. Reports are presented by MIT on the-
programs in development, and problems are discussed at the programming level,
These are working meetings, 1bﬁg and detailed, Whei‘e.many policy decisions are

made, and misundlerstandings ironed out.

Period_iéally. the Software ADe_velopmen‘t Plan Méeting_' is éXpandéd to include
the Chairman of the Software Control Board, thus forming the Joint Development

Plan Meeting. More formal presentations are included, and crucial decisions made.

Following each meeting, the Software Development Plan group issues a plan
to organize and ‘c'ontrol schedules, personnel assignments, and other internal
requirements. The plan presents the status of PCRs and Anomalies, and includes

detailed milestones of progr’é}m development, testing, verification and documentation.

In accepting arope for aspecific flight, NASA'soriginal concept was to conduct 4

three milestone meetings:

».
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1. First Article Configuration Inspection (FACI)
2. Customer Acceptance Readiness Review (CARR)
3. Flight Software Readiness Review (FSRR).

The FACI was to culminate MIT's tésting program through Level 4 and to
provide a''B' release which could be used for-training purposes. Ina joint MIT/MSC
meeting, working groups would review the results obtained from Levels 3 and 4
testing to ascertain whether the rope was réady to undergo Configuration Control.
The review at the FACI was directed towards assuring that the program reflected
the GSOP specifications, and that the testing program was sufficient and proper.
The FACI would approve manufacture of a ""B" rope, and authorize MIT to conduct
formal Level 5 tests on the rope, using a NASA-approved "Qualification Test Plan".

The CARR was conducted to review the results of Level 5 testing and authorize
the manufacture of an "A" release to be used on the mission. All aspects of the

program weré to be approved, not only those expected for the forthcoming mission.

Following the CARR, MIT ‘conducted Level 6 testing, oriented toward the
particular flight. NASA and other contractors also tested the rope, using the expected
data and trajectories. Anomalies were -reported and ddcumented. The FSRR was
then conducted four to six weeks prior to launch, to review program performance
under actual mission requirements.‘ ‘This was done to determine whether additional
testing or workaround proceduf‘es were necessary, and to formally accept the ropé
for use on the flight. | ' '

In actuality, no rope has been accepted according to this plan, The"B'" release
which follows Level 4 testing has been flown in every mission since Apollo 8, and
has often been manufactured prior to FACI. The FACI and CARR Meetings have
fallen into disuse, since Software Developmeht Plan Meetings and telephone confer-
ences have provided NASA with a more efficient working format for information
and control of rope dévelopment. The FSRR is left as the only official meeting for
the analysis and acceptance of a rope. '

3.3 Documentation Generation and Review

MIT software documentation is neceSéary for specification control as well as

mission support, general communication and training purposes.
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The GSOP (described above in Section 3.2.1)is the NASA-approved specification
document for each rope, but alsé provides general information about the software
system. Sections 3 and 5 of the GSOP include much of the engineering analysis
underlying the control systems and guidance equations. The logic flow of the
programs given in Section 4 provides a convenient format for individuals to develop
an operational understanding of the guidance and navigation functions on the space-
craft, without having to delve into the actual computer coding. Early versions of
Section 4 included the crew-abbreviated and expanded G&N checklists, linking the
operational details with the software logic. The checklist format was a DSKY
display/crew response sequence. It included pertinent options, and those systems
operations which interfaced with the G&N. Later, to expedite document reproduction,
the checklist was separated from the GSOP and included in the Functional Deséription
“document. Itwas integrated by MSC into the complete onboard checklist, with format

and content essentially unchanged.

The Fu.nctic'»nal Description document was created to provide an operationally-
oriented description of interfaces between the G&N hardware and software, and
between the G&N and the backup systems. This document also served in the training
and familiarization of crew and crew-support personnel. It was the first MIT
document toinclude a detailed description of all G&N hardware, as well as telemetry
outputs and complete backup and malfunction-detection procedures. It detailed those
steps the crew Wogld perform to determine where a failure had occurred if one or
more symptoms of subsystem malfunction appeared. These procedures were
presented in flowchart format, and have been incorporated into the contingéncy
checklist section of the onboard fliéht-crew_data file under the direction of the
Astronaut Office and Flight Crew Support Division of MSC. The Functional
Description document was updated witﬁ each mission. Outside cr'itique by other
subcontractors through MSC helped MIT to maintain a high degree of accuracy.
The document was last up‘dated for Apollo 12 and has been discontinued, since
hardware design and_operations have stabilized. Many of the software aspects of
the Functional Description document will be fulfilled by a Useré' Guide, described
below.

The computer listing of the AGC ropé also serves a documentation role.

This listing is a printout, line by line, of each instruction and location in the rope.

However, "remarks" have been liberally added to the listing to aid the user in
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following and understanding the various programs. A program may include a general
description, .av list of calling programs, explanations of various branches, and other
aids tounderstanding the logic flow, depending on the individual programmer. There
is also a general section of remarks, including lists of verbs, nouns, alarm codes
and flagwords. A symbol table provides a cross-reference for symbols used in the

various programs and gives their definitions and uses.

A document flowchartiﬁ’g the computer programs has evolved from a series
of blue-line charts to the present, bound, mission-specific volumes. These flowcharts
are distinct from those of GSOP Section 4, in that they follow in detail how the AGC
coding has been implemented. The flowcharts are produced by a documentation
group separate from the programmers, which not only makes for standardization,
but can serve as an independent check on the validity of the coding. Whenever
possible, the flowchart is keyed to the equatiohs of GSOP Section 5. Comments are
Vfreely used to clarify a program's function and to define for the benefit of the reader
such terms as Variables, units and scale factors. Thus,— the flowcharts can repivace-
the computef listing as a reference source for many purposes, and can provide a
commenfary and guide for those cases where the listing must be consulted as the

primary source.

The above documents, as well as the Apollo -Operations Handbook (published
by NASA), have beenused for crew traihing purposes. -However, they have generally
appeared to be too detailed and inclusive for easy assimilation of information by
flight crews. For this reason, fhe Users' Guide to Ap-ollo GN&CS Major Modes and
Routines is beiné written. The Users' ‘Guide presents the basic operation of the
onboard system for use by crew_'membefs and flight controllers who have no prior
G&N experience, The objectiveis to comprise all programs, roﬁtines,Aand extended
verbs defined by the GSOP, describing their operation, _’theory and interrelationships
in sufficient detail for a crew member to gain the prerequisite understanding on
which to base a more rigorous study of ‘specific,. flight-particular details and
procedures. The Usérs' Guide is not mission oriented, but is updated periodically

to reflect major software chan'ges.v

In addition to maintaihing the above documents, MIT reviews various NASA
publications. The Apollo Operations Handbook (AOH) Volume 2, for the CM and for

the LM, is reviewed for accuracy and conformity with each successive onboard

.
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program. All current 6perationa1 Anomalies and program notes are incoi‘porated.
Changes to the AOH are submitted on a Proposed Operational Procedures Change
(POPC) form to the Apollo Program Control Office and indicate the recommended
wording for each desired change. MIT also reviews POPCs submitted by other
contractors. The AOH is kept up to daté, and the final version is released one
month beforelaunch. This document, however, is not designed to be mission oriented;
its primary function is to specify the physical characteristics of a given spacecraft

—the spacecraft's role during a given mission is treated only peripherally. .

Flight Plans and Mission Rules documents are reviewed upon receipt by the
current MIT Mission Program Engineer. In addition, the following documents (in
preliminary and final editions), issued by the MSC Data Pfiofity Coordination group,
-have been reviewed by a large number of MIT design and flight- sup{)oﬁrt personnel,

Abort Summary Document

CSM Rendezvous Procedures Document
LM Rendezvous Procedures Document
Reentry Procedures Document

LM Descent/Phasing Summary Document

o0 T

Lunar Surface Operations Document

These volumes have been reviewed and commented upon within a thrée-Week
response period. - Communication is mainly in the form of informal comments
submitted to MSC Data Priority personnel through the MIT Mission Program

Engineer responsible for that flight and vehicle covered in the particular document.

3.4 Mission Support

MIT's tasks in mission support are .varied. Crews, flight controllers, and
others are given formal and informal briefings, as well as simulator training.
MIT personnel are assigned to NASA for flight support; and, via telephone link from

Cambridge, MIT plays an important role in real-time support during missions.
3.4.1 Crew Support

A series of flight-crew classroom briefings on the G&N system were developed

by MIT personnel to meet several objectives. These briefings sought to define
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fundamental problems in guidance and navigation, and to show the solutions as
mechanized in Apollo. They described the G&N system capabilities and limitations,
with emphasis on the reasons for particular programming, and they introduced the
Apollo flight crews to detailed G&N procedures, operational coﬁtrol, software moding,
and onboard program logic. Flight crews4of every mission from AS-204 through
Apollo 14, as well as NASA ground flight cbntrollers and representatives of other
NASA subcontractors, have been briefed by MIT in these classroom sessions. The
training sessions have evolved into a formét emphasizing system mechanization,
rather than fundamental problems behind the techniques. This change in emphasis
was a natural result of greater crew sophistication in understanding the nature of
the G&N system. Time limitations also forced strict adherence to matters of
immediate mission success. . '
The great majority of presentations were prépared and presented’ by the
engineers who designed, built and analyzed the G&N system. Other presentations
were preparéd by simulation verification personnel and the respective Mission
Program Engineers. Direct contact between the flight crews and MIT personnel
benefited both parties and added a depth of appreciation for each other's problems
and goals. ) |

Each training sessiqn related td a particular mission and onboard program.
Although particularly beneficial frbm the crew's point of view, this policy placed a
sizable burden on MIT engineei's at those times when crew briefing conflicted with
program release. A possible alternative would have been to have two or three
persons devoting their energies to uﬁderstanding the entire G&N system, solely for
crew-training purposes. However, the extr_erriely rapid change and development of

onboard programs made this a viftually impossible task.

In addition to the formal classroom .briefings, there were periodic special
crew briefings with MSC personnel to resolve issues of primary importance. MIT
also monitored crew training on the Command Module and Lunar Module Simulators
at Kennedy Space Center, and helped in troubleshooting possible system or simulation
Anomalies. MIT personnel were thus available to explain G&N operations to flight
crews and simulation personnel. These less formal approaches are considered to
have been as essential to efficient crew use of the G&N system as the more formal

classroom sessions.
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To expedite crew procedures, MIT investigated short sequences of crew
interactions with ‘parts of the G&N system. These "part-task' evaluations sought
to determine the limits of a human's ability to perform various G&N tasks, identifying

those environmental factors most significant to performance.

A prime tool for these studies was the MIT Sextant Simulator. This device
duplicated full optical motion of the sextant and providedoptical images of landmarks,
horizons and stars. It was used toverify marking accuracy during navigation-sighting
tasks performed under avariefy of environmental constraints. These tasks included
star/landmark, star/horizon, star/reticle, flashing LM beacon, and simulated Apollo
Optical Telescope star sightings. Tests were also performed on KC-135 zero-g
flights to verify marking accuracies, and to determine the necessity for tethering
" the crew members during task performance. The CSM and LM cockpit mockups of
the Hybrid Simulator also were used to evaluate crew tasks, such as' attitude
‘maneuvers, landing-point redesignations, and IMU-alignment sightings, as well as

end-to-end fiight sequences.
3.4.2 Flight Support

, MIT's role in flight support hasundergone considerable change over the course
of the progrém. Early, during the development of the GN&C System, MIT was asked
to support the Flight Control Division by sending personnel to be trained as ﬂight
controllers. Inresponse to this request MIT assigned several people to the Manned
Spacecraft Center in Houston. As it was, those MIT personnel who supported-the
Flight Control Division at MSC soon’ lost touch with the new developments at the

Laboratory during those early days of rapid change of both hardware and software,

Before any missions were flown, MIT's real-time support underwent a change.
As a result, the first four Apollo flights, all of which were unmanned and of less
than one day's duration, were supported by the software specialist (dubbed "rope
mother") responsible‘ for the development of the onboard compufer program and by

a representative of the hardware division.

With Apollo 7, the first manned flight, two significant developments occurred.

First, the program had become too large and complex for one, seemingly omniscent

rope mother to oversee, thus requiring the overall responsibilities to be delegated
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fo a large number of persons (see Section 2.2.3), one of whom was designated Mission
Program Engineer. His responsibility included monitoring of the flight programs

from the end of Level 6 testing through the real-time mission support. He

"represented MIT at Mission Control Center, Houston, and participated in any

real-time decision méking. Second, MIT was asked to provide software specialists
to support the Flight Software Branch. These individuals were assigned to Houston

on a 6- to 12-month basis and reported directly to the Flight Software Branch.

From Apollo 7 on, MIT has had the availability of a console in the Flight
Dynamics Staff Support Room at MSC; and since Apollo 10, this has become a
permanemt assignment. The MIT console is concerned not only with software aspects,
but with the operation of the GN&C System as a whole; thus, it complements the

adjacent Flight Software Branch console.

Since mission support is generally accamplished on a person-to-person basis,
it has been advéntageous to use a constant small group of people to represent MIT
during the missions. Thus, the flight controllers develop confidence in the capability

of particular individuals to respond to any mission-critical situation.

During each flight since AS-202, MIT in Cambridge has maintained direct
contact with Mission Control Center, Houston through a Scheduling, Conferencing
and Monitoring Arrangement (SCAMA). This consists of three dedicated telephone
lines, one for two way phone conversations, one for "listen only" air-to-ground
communications between‘the spacecraft crew and mission control, and the last for~
"receive only" teletype transmissions of Guidance, Navigation and Control parame-
ters stripped from raw telemetry data. -

Beginning with Apollo 7, SCAMA facilities were moved into a large room, a
digital clock was added to keep track of ground elapsed time, and an input to the
XDS 9300 computer was added in parallel with the teletype. This last addition allows
a computer-editing p}'ocess to take place on the telemetry information. Teletype

messages and edited data are stored on magnetic tape for recall if required. The

~edited data are also printed for immediate verification by G&N specialists.

The minimum manpower required for flight support at MIT, Cambridge-is

three persons per shift, three shifts per day for round-the-clock coverage throughout
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the mission. These three people are a communicator, a software specialist and a
hardware specialist. It is the communicator's responsibility to coordinate SCAMA
phone converAsations, to maintain a chronological events log and an action-item file,

and to call in appropriate experts as required. The software specialist is cognizant
" of the entire program code and is expert in' a particular section of coding current
in the flight program. The hardware specialistis cognizantof all operational aspects

of the G&N hardware and investigates any variances observed in the telemetry data.

Available for use as troubleshooting tools, procedural verifiers or mission
phase predictors are two operational G&N Systems in the Systems Test Laboratory
(one for each vehicle) and two Hybrid Simulators (one for each vehicle). These are
all loaded with the appropriate flight programs prior to lift-off and maintained in

operational readiness throughout the mission.
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APPENDIX A

 MAJOR PROGRAM CAPABILITIES—
Coasting-Flight Navigation

The navigation function of the Apollo spacecraft GN&CS is conducted during
all phases of the Apollo lunar mission. As mentioned in Section 2,2, the mission

phases for the spacecraft GN&CS are:

Launch to earth-orbit monitor _ .-

.

Earth-orbit navigation monitor

Translunar-injection maneuver monitor

Earth-moon (translunar) midcourse navigatvion‘and guidance

Lunar-orbit insertion maneuver

Lunar-orbit landing-site sightings

Descent-orbit injection maneuver

Lunar-landing maneuver

WO O I O U ph W N e

Lunar-ascent maneuver

Lunar-orbit rendezvous navigation and control

[
- O
o o

Transearth-injection maneuver

Moon-earth (transearth) midcourse navigation and guidance

=
wW N
° °

Eérth-reentry and landing

The navigation functionduring many of these mission phasesis pure inertial navigation
using the IMU and the computer, Typical maneuver phases of this type are the
translunar injection, lunar-orbit insertion, lunar ascent, transearth injection, and
earth reentry, Thesemission phasesare characterized by largeacceleration forces

due to the spaceéraft gl‘zgines or atmospheric entry.

During all free-fall or coasting phasesof the Apollo mission—cislunar, orbital

-and rendezvous—the onboard system employs the same navigation concept, a recursive

formulation of the optimum linear estimator originally devised by R,E, Kalman,
This concépt incorporates measurement data sequentially without recourse to the
batch-processing techniques common to other methods, Matrix inversion is avoided

by regarding all measurement data as single-dimensional or scalar, with' the
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measurement characterized bya geometryvector, These features allowanavigation
formulation compatible with the complexity and computational limitations of the
onboard computer, A further important feature of this concept is that, within the
framework of a s1ng1e computational algorlthm estimates of quantities such as
rendezvous-radar biases (in addition to position and velocity) can be included by
the simple expedient of 1ncreas1ng the dimension of the state vector. This appendix
has beenrestricted to these three mission phases which utilize recursive navigation

techniques,

Al Cislunar Navigation

The cislunar phases of the Apollo missionare thetranslunar trajectory between
earth orbit and ‘the moon, and the transearth trajectory from lunar orbit to the
reentryinto the earth'satmosphere. These two cislunar trajectvories are illustrated
in Fig.A.1-1,along with typical navigation sighting periods for the Command Module
GN&CS, The primary mode of navigation for the Apollo cislunar phases is the
Manned Space Flight Network (MSFN), a system of earth-based tracking stations,
W1th1n this system, ground-based radar-tracking data are processed in the Real
Time Computa’uon Center of the NASA Manned Spacecraft Center to determine the
spacecraft state vector, and to compute required midcourse correction maneuvers,
" Theseare telemetered to the spacecraft for targetihg the translunar and transearth
trajectories to their desired terminal conditions. The onboard spacecraft GN&C
System acts in a backup navigation capacity during these two phases. During the
cislunar phases the GN&CS provides the self-contained capability to determine the
spacecraft's state vector, using onboard measurements, so that the spacecraft can
establish and target a safe-return trajectory to the earth if communications from
the earth were lost, The sighting schedule illustrated in Fig. A.1-1 on the outbound-
translunar trajectory is the schedule used to checkout and qalibrate the spacecraft
navigation-sighting system under nominal conditions when the trajectory is being
determined by the gropnd-tracking stations. Shownonthe returntransearthtrajectory
is a schedule which would be typical inthe case where communicationto the spacecraft
were lost in the vicinity of the moon, necessitating that the system onboard the
spacecraft navigate and control the return trajectory to earth, In this abort case,
the objective of the spacecraft GN&CS is to determine and control . the transearth

tra;ectory such that the required earth-entry corridor conditions are achieved for
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a safe return. The navigation measurement used to achieve this objective is an

optical star/horizon or star/landmark measurement made with the CM sextant,

For a cislunar navigation sighting, either the astronaut or the midcourse
navigation program in the AGC points the sextant's two lines-of-sight at a specified
reference star and landmark or horizon. It is then the navigator's task to center
the superimposed star-image onto the landmark, if landmarks are being used, or
onto the substellar point of the horizon, if the horizon target is being used. A
sextant view of a typical star/horizon measurement is illustrated in Fig. A.1-2 at
the moment when the navigator signals the computer to record the sextant trunnion
angle and time of mark, This illustration is typical of the star/horizon view in the
sextant during the first sighting interval shownon the translunar phasein Fig, A,1-1
when the spacec¢raft is approximately 30,000 nmi from the earth. In the Apollo
lunar missions to date, the sunlit horizonof the earth has prov1ded amore consistent
‘and useful target for cislunar navigation sightings than landmarks, due to cloud
cover and limited sunlit surfaces over major portions of cislunar trajectories.
For navigation slghtlngs using the moon, landmarks are preferred over horizons
for their greater accuracy. Either the near or far substellar point of a horizon
can be used in a star/horizon measurement, as shown in Fig. A,1-3, In this type
of a measurém ent, itis important to superimpose the star-image on the sunlit horizon
as close to the substellar point as possible and minimize the measurement plane

misalignment error illustrated in Fig, A.1-3,

As previously stated, a single navigation conceptisused in the Apollo spacecraft
G&N systems for all coasting phases of the mission. A simplified functional diagram
of the cislunar-navigation concept is shown in Fig. A. 1-4. In this case, free-fall
equations of motion extrapolatea six-dimensional state vector (p051t10n and velocity),
along with the error-transition matrix, to the time at which a nav1gat10n measurement
is to be made. After the reference star and planet landmark or horizon have been
selected by the.navigator, an estimate of the angle (AEST) between this star and
target is computed, based upon the extrapolated state vector, the reference star
and the planet target. A measurement geometry vector (k) is also determined,
- based upon the estimated vehicle state vector, referenée star, planet target, and
the type of measurement beiﬁg made. For cislunar-navigation measurements, this
geometry'vector (b) lies in the reference star/target planet plane and is normal-to

the pianet line-of-sight, asillustrated in Fig,A.1-5, Whenthe navigator superimposes
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the images of the reference star on the planet target in the sextant field-of-view,
the computer compares the measured angle, AM’ with the estimated angle, AEST'
With reference to Fig. A.1-4, the following are algebraically combined to form a
weighting vector,w: the measurement geometry vector, b, the error-transition
matrix, W, which is extrapolated to the measurement time (and updated, to take
into account incorporation of a measurement for use witl_l__s_pbsequent measurerrients),

and the a priori mean-squared measurement error,az.

A statistically optimum
state-vector update, (§r, év), is then computed from the difference in the estimated
and measurement angles, §Q, and the weighting vector,w. The geometry vector, b,
us‘edA to determine the weighting vector,w, represents toa first-order approximation
the variation in the measured quantity (AM in this casc) resulting in variations in
the components of the state vector. This concept is illustrated in simplified form
in Fig, A.1-5, dépicting a single cislunar star/horizon navigation measurement and
positionupdate. The estimated positionof the spacecraft is updated in this simplified
example along the measurement geometry vector, b, by an amount ér, such that
AEST equals AM. This example is simplified in two major respects: first, the
magnitude of the update, dr, would bea functionof the statistics of the sextant-meas-
ured errors and the extrapolated error-transition matrix, W, and would seldom
make the measured and estimated angles exactly agree; second, the update shown
in Fig, A.1-5 is entirely élong the measurement geometry vector, b, which might
be valid for the first navigation measurement taken, but on subsequent measurem ents
the weighting vector, w, will rotate b by the correlation represented in W, such that
the update ér will not be along the b vector. This correlation feature is central to
the navigation concept, It should be recognized, however, that even though the cislunar -
star/horizon measurement directly updates the vehicle- state vector in only one
direction, b; the other positionand velocity componentsare also updated to a lesser,
but still significant extent, through correlation. To achieve the greatest accuracy
in cislunar navigatidn, sequential star/horizon measurements are ideally chosen
so that the measurement planes of sequential sightings are separated by about 90 deg.
An important point to be noted in the cislunar-navigation functional diagram
of Fig, A.1-4 is that, after the state-vector update has been computed by the AGC,
~ this update is displayed to the navigator for his review, and he personally decides
whether toaccept or reject theupdate and navigation measurement, If the state-vector
update computed from the first navigation sighting taken after several hours without

navigation sightings exceeds a predetermined threshold or if the update is fairly
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close to the threshold and the navigator is uncertain as to the sighting acéuracy or
identification of the target, he would reject the update, Upon rejection he repeats
the navigation sighting, If the state-vector update is essentially identical to the
previous (unincorporated) update, the navigator is logically obliged to accept the
update and incorporate it into the state vector. Normnially, after the first few navigation
sightings and updates in a sighting period, all subsequent updates will fall below

the preselected threshold and are routinely accepted.

Spacecraft cislunar-navigationaccuracyis primarily limited by (a) unmeasured
or unaccounted-for perturbing forces on the vehicle, (b) computational precision
and computer-word length, and (c) optical measurement errors. Inthe Apollo GN&CS
the optical measurement errors are the most serious, These measurement errors

- arise from:

a, Planet-lighting limitations
b, Sextant optical-design limitations
~C. Horizon-phenomena uncertainties
d. Aétronaut—sighting inability to determine the substellar point on the

horizon, and to superimpose the star/horizon images during the
presence of spacecraft attitude motion.

In the initial prototype Apollo spacecraft-sextant design a blue- sensitive
photometer was included for horizon detection, but this was subsequently removed
from the productionhsystems since it had beendecided that earth-based radar tracking
would be the-primary source of cislunar navigation, Without the photometer the
navigator must select an altitude point (horizon locator) that can be consistently
repeated from one navigation sightingto thenext. Itis believed, based upon simulation
and flight experience, that the higher altitudes of the sunlit horizon provide the
most consistent reference for navigation sightings where atmospheric phenomena
are less likely to cause perceptual uncertainties, This reference altitude is
approximately 3.2 km -,above the earth, Figure A.1-6 is a further illustration of how
atmospheric weather conditions, such as clouds, can change the apparent horizon
altitude in the lower atmosphere, and why a higher altitude reference was chosen,
" Each Apollo navigator must choose his own particular horizon altitude and try to
maintain this reference throﬁghoﬁt the cislunar phases. From post-flight analysis

data of five Apollo lunar missions, thisreference altitude has varied between 17 Km
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to 44 km, but the consistency of an individual navi.gator once he has chosen this
altitudereferenceis the'most‘ important feature with respect to navigation accuracy
rather than the absolute value of this reference altitude, Since it is difficult to
determine the absolute-reference altitude a given navigator will use beforea mission,

the first translunar-sighting period shown in Fig, A.1-1 at TLI+4 hours is used to
calibrate the sextant and determine the reference altitude of the sunlit horizon the:
navigator will use for that ﬂlght by letting him sight on the horizon and then check
this initial sighting against the predicted sighting angle using telemetered angle
data, These initial horizon sightings .along with other translunar sightings, are
used to update the stored reference altitude in the guidance computer. Navigation
sightings using the lunar horizons are naturally not complicated by the atmospheric
effects encountered for the earth horizon. Asa result theseare more straightforward

—the biggest problem being the roughness of the lunar terrain itself,

The third factor previously listed that affects navigation accuracy is.the
astronaut's abilify to correctly superimpose the reference star on the horizon at
the substellar point. This poinf is contained in the measurement plane defined by
the spacecraft, star, and center of the planet at the point of tangency of the
line-of-sight from the spacecraft to the horizon. Mezis_urement plané misalignmént
is illustrated in Fig. A.1-7, In general, the star is notxplaced at the substellar
‘point, but slightly to one side or the .other, due to the dynamic nature of the
measurement, since small attitude changes contiriually take place, or due to
insufficient range and resultling curvature -o.f the horizon resultingr in a perceptual
limitation to the accurate determination of the substellar point. This type of
measurement error causes the sextant trunnion angle to betoolarge for anear-horizon

(Fig. A.1-3) and too small for a far-horizon measurement,

The Command Module G&N system :for cislunar navigation is basically a
computer-aided ménual' operation, The navigator must initiate the Vnavigation
program, calibrate‘ the optics, select the de'sired star and planet hdrizon, make the
sightings, and fina‘ily accept or reject the resulting state-vector update computed
by the AGC. In essence, the navigator is .system manager, mission-sequence
controller, subsystem-interface coordinator, and performer of specialized tasks
too difficult or covstly to automate, The AGC performs the basic navigaﬁon

computations using the manually-controlled optical sighting data, Manual control

was deemed desirable for the Apollo cislunar-navigation sighting operation to

.
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minimize the number of active GN&C units, thereby conserving power (since oniy
the computer and sextant areneeded). Recall that the GN&C System acts in a backup
navigation capacity for safe earth return during those cislunar phases when the
navigator has ample time to conduct navigation sightings. Operational experience
during the lunar missions indicates that attitude maneuvering of the vehicle to a
landmark or horizon while ’maintaining‘ ‘star acquisition manually for accurate.
sightings is a difficult task, For this and other reasons, such as the desire for
passive thermal control of the vehicle in an automatic mode, it was decided to keep
the GN&C System IMU powered during cislunar flight. The IMU availability affords
additional assistance to the nav1gator by providing automatic control of the optics
to the selected reference star and automatic control of the attitude maneuver to the
computed substellar point. ‘Furthermore, automatic vehicle-attitude hold during
star acquisitionand star-acquisition maintenanceduring themaneuver to the horizon
‘also are particularly helpful under light-vehicle conditions during the transearth»
phase, With theseaids, the astronaut's navigation- sighting task is effectively eased,A
and his major task becomes one of fine correction of the vehicle attitude—performing
the delicate task of superimposing the star/horizon images and marking when

superposition is achieved.

In the analysis of the cislunar-navigation dafa, it is felt that, even vthouvgh 'thAe
computer-aided manual-‘sighting. performance is adequate for the Apbllo missions,
further accuracy can be achieved by making the sighting operation more automatic
with the implementation of a horizon photometer designed"' to utilize two spectral
regions of the sqnht horizon., The role of the navigator would still be important in
handling other unforeseen problems that might arise durmg the missions, such as
scattered-light conditions in the optics requiring alternate stars to be chosen for
navigation, and reflections from debris and particles making star recognitiondifficult,
if not 1mposs1b1e under some conditions, The humaﬁ navigator is well suited to
handle problems of this type, while the GN&C System can be designed to relieve
the navigator from the more routine but overburdening detail of the navigation

operation,

}

A.2 Rendezvous Navigation

The nominal lunar-orbit rendezvoué-trajectory profile for Apollo missions

is illustrated in Fig. A.2-1, This profile is referred to as the concentric flight
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plan and consists of two phasing-type maneuvers after lunar-ascent insertidn
(CSI-coelliptic sequence initiation; CDH-constant differential height maneuver) to
place the active vehicle (LM) in a coelliptic orbit at an essentially constant altitude-
difference below the passive vehicle (CSM), After these conditions are established,
the transfer-phase-initiation maneuver (TPI) placestheLMonan intercept trajectory
with the CSM. A series of midcourse correction maneuvers (MCCs) are normally
made to improve or mamtam this intercept trajectory so that the astronaut can
manually perform the termlnal braking maneuvers before the intercept point, The
objectives of the spacecraft rendezvous-navigation system are to maintainand update
the estimated vehicle position and velocity vectors with relative tracking data so
that the three major maneuvers and the midcourse corrections of the rendezvous
profile can be correctly computed and executed, thereby minimizing propellant usage
and achieving an accurate intercept trajectory with the CSM such that the manual

‘terminal-rendezvous maneuvers can be efficiently performed,

In the rendezvous profile of Fig. A.2-1, both the active and passive vehicles.
conduct simultaneous rendezvous navigation; thus the CSM can provide maneuver
information to the LM for backup purpeses or execute retrieval maneuvers, if
required, The LM rendezvous-tracking sensor is an amplitude-comparison mono-
pulse tracking radar which tracks a transponder on the Command Module. " This
radar provides range, range rate and the two antenna-tracking angles (specified
shaft and trunnion) as measurement data to the onboard rendezvous-navigation
program. This operation is automatic and requires only general monitoring by the
astronauts in the'f LM, The Cemmand Module astronaut uses the optical sextant to
manually track a flashing beacon, located below the LM rendezvous-radar antenna,
or reflected sunlight from the LM to provide tracking data to the CM rendezvous
program. This operatlon is similar to that-used in cislunar nav1gat10n except that
only the sextant-articulated star line-of-sight is used _for rendezvous tracking, and
the sextant tracking angles are referenced to a stable coordinate frame to which
the inertial measurement unit is aligned.” On the'Apo.llo 7 and 9 missions, CM
rendezvous navigation employed only optical-tracking data, On followmg missions
a modification to the vehicle very-high-frequency (VHF) commumcatlon system
provided relative-range information to the CM rendezvous-navigation program.
After initially starting the: VHF range system, these range data are processed
automatically by the onboard Apollo cM guidance computer, while sextant optical

tracking is still a manual task, FigureA,2-2 summarizes the tracking measurement

.
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data used in both the LM and CM for rendezvousnavigation, Eventhough the tracking
sensors on the two vehicles are quite different, the identical navigation concept is

used in each vehicle for rendezvous navigation.

Asmentioned before, a single navigation conceptisused inthe Apollo spacecraft
GN&C Systems for all coastlng phases of the mission. A simplified rendezvous-
navigation functional diagram is shown in Fig,. A.2-3 and is similar to that for the
cislunar navigation of Fig. A.1-4, except for differences required by the tracking
sensor and target vehicle. It might be noted that the cislunar nav1gatlon and trajectory
control is essentially a rendezvous problem between the spacecraft and the moon,
soitisnot surprising that the samenavigation concept can be appl1ed for the cislunar
and rendezvous phases. With reference to Fig, A.2- 3, theactive and passive vehicle
state vectors are extrapolated to the time a nav1gat10n measurement is to be taken
- by the coasting-integration program. An estimate of the rendezvous measurement,.
AEST’ is computed from thetwo extrapolated state vectors and sub sequently compared
with the measured tracking data, AM‘ The d1fference §Q, is then combined with
the appropriate weighting vector to compute an update, (8r, 8v), to the spacecraft
estimated state vector, Several important points should be noted in this operation,
First, the operation just described is done sequentially for each of the four tracking
data (range, range rate, antenna shaft angle, antenna trunnion angle) ‘that constitute
‘a navigation measurement in the Lunar Module GN&C System (Fig. A.2-2) and,
likewise, sequentially for the two sextant angles and VHF range datain the Command
Module, Second, the computed state-vector update, “(ér, év), for each tracking
measurement idg automatically “checked in the computer against a preselected
threshold. If the magnitudes of the computed §r and év are both less than their
respective threshold levelsin the state-vector alarm test, theupdate is automatically
1ncorporated in the state-vector estimate. If they exceed the threshold levels, the
astronaut is informed and must decide whether to incorporate or reject the update
Typically, the nawgator would reject the update until he were sure that the proper
target was being correctly tracked and then accept later updates. The state-vector
update monitoring in the rendezvous-navigation program is, therefore, a semiauto-
matic operation, whereasitisa completely manual operationinthe cislunar navi‘gation
program. As shown in Fig. A.2-3, either the active or passive vehicle state vector
can be updated by the rendezvous navigation program. This decision is made e-arly
in the missionand isnot normally changed thereafter. The velocity changesresulting

from rendezvous maneuvers are automatically incorporated into the active vehicle

°
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system through the IMU and are then communicated to the other vehicle for
incorporation by the astronaut in the passive GN&CS. Finally, in the case of LM
rendezvous navigation, the state vector and error-transition matrix used in the
navigation-measurement incorporation routine of Fig. A.2-2 are increased from
six tonine dimensions to estimate theangle biases in the rendezvous-radar tracking
data. The rendezvous radar is not rigidly mounted to the inertial-measurement
and navigation base (as are }he CM optics), and the structural bias between the
radar antenna and inertial unitis, therefore, estimated along with the six dim ensions
of the positionand velocity of the state vector. In practice, only two of the additional
dimensions arensed for antenna-bias estimation, with the ninth element set to zero.

As shown in Fig. A.2-3, the estimated antenna-bias angles are automatlcally

incorporated in the estimated rendezvous measurement calculation, - -

Figure A,2-4 illustrates a simplified rendezvous-navigation angle-measure-
ment incorporation similar to that shown in Fig. A.1-5 for the cislunar-navigetion
case, In the example of Fig, A.2-4, the position correction éx does not lie completely
along the measurement geometry vector, b, because of the correlation represented
in the weighting vector between the error in the measured direction (represented
by b in this case) and the errors in the unmeasured p081t10n and velocity dlrec’uons
As mentioned in the discussion of cislunar nav1gat1on this correlation is zero for
the firstangle measurement, but then builds up over subsequent measurements taken
along the trajectory. In the rendezvous- navigation case, d1rect measurements of
range and range rate are made in the LM GN&CS (Fig. A.2- 2), so the velocity
components normpal to the line-of- sight are the only dim ensions of the state vector
dependent upon correlation for updating. In the CM GN&CS case, thereare no direct
navigation measurements of velocity in any direction, and this update information
is completely dependent upon correlation, : The navigaﬁon concept was most
dramatically demonstrated in the first manned Apollo mission (Apollo 7), in which
optical-sextant trackmg wasused to control a successful rendezvous intercept (TPI)
and the following mldcourse correction maneuvers. "During Apollo 9, the CM acted
asa backupand monltor to theactive LM durmg rendezvous, againusing only sextant

tracking data for the onboard navigation measurement,

The rendezvous recursive-navigation program employs various approximations

and linearizations to make the implementation of the navigation computation,
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practical, As a result, the accuracy of the error-transition matrix used in the
weighting vector computatlon of Fig, A.2-3 degrades, resulting in erroneous correla-
tion information after extended tracking periods. The filter matrix is, therefore,
periodically reinitialized during the rendezvous-navigation tracking phases, It has
beendetermined in cislunar-navigation simulations, however, that a single W-matrix
initialization at the start of the sighting schedule provides sufficient aceuracy.
_ e :

Figure A.2-5 represents a relative-trajectory profile for the nominal lunar-
landing-mission rendezvous phase, This trajectory is the same as that shown in
Fig.A.2-1, except that the coordinates (0,0) are centered on the passive CM vehicle,
The solid-line portions of thetrajectory in Fig. A,2-5 represent the rendezvous-navi-
gation phases where tracking data are takenat one-minute intervalsin the LM GN&CS,
The CM takes similar, if not slightly extended, tracking intervals, but both vehicles
. suspend navigation prior to major trajectory-?corr:ection maneuvers in order to.
prepare for targeting and execution of these maneuirers. The CM GN&CS normally
computes amirrobr-image maneuver of that computed bythe LM sothat it can execute

a retrieval, should the LM fail to complete the maneuver,

During the rendezvous phases of an Apollo _mission, three active navigation
systems normally operate during the entire rendezvous prefile These are the LM,
' CM, and earth-tracking nav1gat10n systems During'thelater phasesof the rendezvous
profile (TPI maneuver preparation to 1ntercept) two addltlonal nav1gat1on monitors
are active: the LM Abort Guidance System, and crew observatlons checked against
precomputed ''chart' solutions for the major rendezvous maneuvers, A measure
of the consistency of the three major navigation systems during rendezvous can be
gauged by comparlng the rendezvous maneuvers computed by each of these systems,
since their computations are based upon the nav1gated state vectors established
independently by each system using different tracking sensors., Post-flight analysis
of the lunar- -rendezvous phases of the Apollo 10 and 11 m1ss1ons show that there
was very close agreement in all cases Where comparisons can be made, indicating
a high degreeof accuracy for all three rendezvous- nawgatlon systems and concepts,
The flight experience provided by the five Apollo rendezvous missionstodateindicates
that the rendezvous navigation concept used in the spececraft GN&C Systems is
highly accurate and versatile in its capability to use a variety of types of navigétion

measurements,
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A.3 Orbital Navigation

As mentioned earlier, the basic objective of all the coasting-flight navigatio'n'
routines is to maintain estimates of the position and velocity vectors of both the
CSM and LM, Coasting- ﬂ1ght navigation achieves this goal by extrapolatmg the
six-dimensional state vector, using a Coasting Integration Routine; and by updating:
or modifying this estimate Wgch tracking data gathered by the recursive method of
navigation (see Section A.1),

As'with cislunar and rendezvous navigation, the basic input to the orbital-naviga-
tion routine is scanning telescepe or sextant tracking-angle data indicated to the
computer when the astronaut depresses the MARK button signifying that he has
centered the optical reticle on the tracking target—which in orbital navigation is a

‘landmark, The primary output of the orbital nav1gat10n routine is the estimated
CSM state vector and estimated 1andmark coordinates, A simplified orbital-naviga-
tion functional diagram is shown in Fig, A.3-1 as similar to Figs, A,1-4 and A, 2-3
for cislunar and rendezvous navigation. The navigation procedure involves computing
an estimated tracking measurement, AEST based on the current ~state-veetor
estimates. This estimated measurement is then compared with the actual tracking
measurem eﬁt, Ay to formameasured deviation 6Q, A statistical weighting \fecfor,
'w,is computed from statistical knowledge of state-vector uncertainties and tracking
performance—a_?:, plusa geometry vector b, determined by the type of measurement-
being made. The weighting vector, w, is defined such that a statlstlcally—optlmum
linear estimate of the dev1at10n §x, from the estimated state-vector is obtained
when the Welghtlng vector is multlphed by the measured deviation 6Q. The vectors

w, b and éx are of nine dimensions for orbital navigation,

To prevent unacceptably large 1ncorrect state- Vector changes certain validity
tests are 1nc1uded in the navigation procedure the astronaut tracks a landmark and
acquires a number of sets of optical angle data before the state-vector updating
process begins, Dﬁring the data-processing procedure the landmark isout of sight,
and it is not possible to repeet the tracking, Before the first set of data is used to
update the estimated state vector, the magnitudes of the proposed _changes in the
estimated CSM positionand velocity vectors, ér and év, respectively, are displayed
for astronaut approval. In general, successive accepted valuesof érand v decrease

during the processing of the tracking data associated with one landmark. Thus, if

.
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the MARK REJECT button has been used to erase all inaccurate marks, all
state-vector updates should be either accepted or rejected. If the first displayed
values of ér and év are judged to be valid, all data associated with that landmark

-are accepted,

The orbit navigation routine canbe used in lunar orbitin lunar-landing missions
and in earth orbit during abort situations or alternate missions. This routine has
further extensive onboard-navigation and landmark-mapping capabilities, but these
are not yet being used in the fashion originally intended, since optical marks are
not processed onboard, Consequently, as in cislunar navigation, the primary mode
of navigation for the Apollo orbital phases is the Manned Space Flight Network and

its Real Time Computation Center in Houston, _ -

Procedures that ensure proper landmark acquisition and marktaking are a

precondition to successful landmark navigation. To initially acquire and maintain

optical tracking, the CSM must be oriented such that the CSM-to-landmark line-of-
sight falls within the scanning telescope's field of view. In the CSM GN&CS there
is no automatic vehicle-attitude control during the landmark-tracking procedure,
Consequently, any desired attitude control must be accomplished manually by the
astronaut using the Rotational Hand Controller or Minimum Impulse Controller or
by use of the Barbecue Mode Routine, | A

Should the asfronaut wish, he may use the Automatic Optics Positioning Routine
to aid in the-acquisition of the landmark. This routine has two modes which are
relevant to orbit navigation. In the landmark mode (which is useful for acquisition
of a specified landmark), the routine drives the optics to the estimated direction of
the specified landmark., The computations and positioning commands in this routine
are repeated periodi'cally provided the optics mode switchis properly set. In the
advanced ground-track mode (whichisuseful inlunar orbit for surveillance, selection,-
and tracking of posé.ible landing sites), the routine drives the CSM optics to the
direction of the point on the ground track of the spacecraft at a time slightly more

than a specified number of orbital revolutions ahead of current time. Thus, in the

- advanced ground—track mode, the astronaut is shown continuously the ground track

of the CSM for a future revolution, The basis for this mode is that it is desirable

o select a landing site near the CSM orbital plane at the LM lunar-landing time,

129



After the astronaut has acquired the desired landmark (not necessarily the
one specified to the Automatic Optics Positioning Routine), he switches the optics
mode to MANUAL and centers the scanning telescope or sextant reticle on the
landmark, Whenaccurate tracking is achieved, he presses the optics MARK button,
causing the time of the measurement and all optics and IMU gimbal angles to be
stored in the AGC. Up to five unrejected navigation sightings of the same landmark
may be made during the tracking intérval, and all sets of navigation data must be
acquired before processing of the data begins.

After the astronaut has completed the tracking of a landmark, he is asked by
the computer whether he wishes to identify the tracked landmark. If he does, he
then enters into the AGC through the keyboard, the coordinates of the landmark,

Should the astronaut.not identify the laﬁdmark, the Landing Site Designation
procedure is then used for the navigation-data processing. In this process the
landmark is considered to be unknown,‘and the first set of navigation data is used
to compute an initial estimate of the landmark location, The remaining sets of
data are then processed to update the estimated nine-dimensional CSM-landmark

state vector,

Whethér the landmeark is identified or not, one further option is available to
the astronaut. He may specify that one of the navigation sightings is to be considered
the designator for an offset landing site near the tracked landmark. In this case,
the designated navigation data set is saved, the remaining sets of data are processed
asdescribed above, and then the estimated offset landing-site locationis determined
from the saved data, This procedure offers the possibility of designating a landing
siteina flatarea of the moonneara landmark suitable for optical navigation tracking,

but not for landing,

Each set of navigation data used for state-vector updating aﬁd not for
landing-site designati‘on or offset producestwoupdates, For the first navigation-data
set, the magnitudes of the first proposed changes in the estimated CSM porsiti'on
and velocity vectors, ér and év, respectively, are displayed for astronaut approval,
If the astronaut accepts these proposed changés, then all state-vector updates will
be performed, and all the information obtained during the tracking of this landmark

will be incorporated into the state-vector estimates.
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After all of the sets of navigationdata have been processed, the final esﬁmated
landmark-position vector is converted to latitude, longitude, altitude coordinates
displayed on the DSKY, Should the astronaut designate the tracked landmark to be
the landing site, then the landing-site coordinates and landing-site vector are saved
in erasable memory. In this manner, the original coordinates of the landing site

can be revised or a new landing site selected.

F1gureA 3-2 showsthe geometry for tracking a landmark ina 60-nmicircular
lunar orbit. Recommended marktaking technique requires that five marks be taken
equally spaced over the plus-55-to-minus- -55-deg marktaking window. The advantage
of oblique lines-of-sight on the first and last marks diminishes rapidly beyond
+ 45 deg. Consequently, marks taken symmetrically and at equally spaced intervals
are preferred to marks taken asymmetrically at the extremes of the marktaking
window. The interval between marks for the 76-deg (100-sec) minimum marktaking
window is 19 deg (25 sec); for the 110-deg (180-sec) maximum window, the interval
‘between marks is 27.5 deg (45 sec).

The final operationis to convert the nine-dim ensional error-transition matrix
to a six-dimensional  matrix with the same CSM position and velocity estimation
error variances and covariances. The reason for this procedure is that the
nine-dimensional matrix, When it is initialized for processing the data associated
with the next landmark, must reflect the fact that theinitial landmark-location errors
arenot correlated with the errorsinthe estimated CSM positionand velocity vectors,
Of course, after processing measurement data, these cross correlations become
non-zero, and it is for this reason that the nine-dimensional procedure works, and

that it is necessary to convert it finally to a six-dim ensional form,
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APPENDIX B

MAJOR PROGRAM CAPABILITIES—
Targeting
s
As_ stated in Section 2,2,1, targeting is the computation of the maneuver required
to continue on to the next step in the mission, Specifically, targeting computes the
Velocity'change required of the spacecraft to obtain a certain objective, such-as a
change of orbit or a certain réentry corridor or an aimpoint, An aimpoint can
itself be quite variable; it can be a point on the surface of the moon or a point in
space where another vehicle will be at a specified time in the future or a location

“below and behind that vehicle at that same projected time,

The AGC does not possess a targeting capability for every phase of the lunar
landing mission; consequently, the Real Time Computation Center (RTCC) in Houston
providesthe targeting for many of the nominal and abort phases of the lunar mission.

There are, in fact, five classes of maneuvers, four of which involve targeting:

1. Pretar geted maneuvers comprise earth-orbit insertion, translunar 1nJec-
tion, lunar landing, lunar ascent, and reentry, ‘

2. Ground-targeted maneuvers comprise lunar-orbit insertion, transearth

' injection, descent-orbit insertion, various orbital changes around the
moon, translunar and transearth mldcourse corrections and return-to-
earth aborts,

3. Rendezyous maneuvers comprise coelliptic-sequence initiation (CSI),
constant differential height (CDH), transfer-phase initiation (TPI),
transfer-phase midcourse (TPM), and out-of-plane maneuvers,

4. Return-to-earth (RTE) maneuvers comprise cislunar aborts wh1ch might
occur’after loss of communication with the ground,

5. Untargeted maneuvers compriseddocking, passive thermal control, crew-
originated attitude maneuvers, etc, :

Clearly, untargeted maneuvers need not be discussed here. Pretafgéted
maneuvers haveunchanging objectives which are included within the actual program
computations. Ground-targeted, rendezvous and return-to-earth maneuvers may

have varying objectives which may not be anticipated beforehand; consequently,
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ohboard targeting programs permit considerable flexibility in the prevailing condi-
tions and objectives when they are implemented. It is the latter targeting programs
which will be discussed in thisappendix, as well as the targeting computations upon
“which these programs are based,

B.1 Targeting Computations

Targeting programs are classified by the type of maneuver targeted (either
External AV or Lambert) or by themethod of computation (iterative or noniterative).
External AV is an open-loop, constant-attitude maneuver which permits easy
out-of-the-window monitoring, To date, all ground-targeted maneuvers have used
External AV. The principal disadvantage of External AV is that it is open loop
with respect to-the targeted conditions (required velocity). Any variations from
the RTCC-assumed models for thrust and mass flow during the burn can result in
a trajectory which could require a further trimming maneuver—and hence cause a
propéllant penalty. Computationof required velocity for a generalized External-AV
maneuver (External-AV ’targeting, as opposed to External-AV guidance) is extremely
complicated, effectively precluding an onboérd AGC External-AV targeting capa-
bility.

Lambert maneuvers, however, are closed-loop with respect to the targeted
conditions, in that they periodically update required velocity, a function of present
and targeted state. Thus the effects of non-nominal thrust and flow rate are
minimized, A disadvantége of Lambert targeting is that it lends itself to intercept
problems, as opposed totrajectory-shaping problems. Asaresult, Lamberttargeting
accommodates only a small proportion of the maneuvers required ‘in an Apollo
mission,

Several targeting techniquesare used in Apollo—some of which are External-
AV or Lambert and all of which employ External-AV or Lambert guidance. The
onboard return-to-earth targeting program (P37) produces a conic solution which
is utilized by Lambert guidance, CSI and CDH targeting prepare inputs for
~ External-AV guidance., TPI and TPM are Lambert problems and utilize Lambert
targeting to génerateLambert—guidance inputsdirectly. Ground-targeted maneuvers
use whichever targeting techniques will accomplish the current goal and generate

inputs to External-AV guidance,
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The choice between an iterative or noniterative method of computation depends,
generally, on the extent to which perturbations affect the solution, Since no analytic
expression completely describes the forces acting upon a vehicle traveling between
the earth and the moon, targeting of such a trajectory involves first an analytic
approximation, then orbital integrationto determine the error, a second approximation
to compensate for the error,and soon, bracketing the solutionuntil either an imposed

iteration limit is reached or the approximation converges on the desired solution,

The accuracy of any re.ndezvous computation depends upon a good knowledge
of the state vectors of the two vehicles with respect to each other. Since
coelliptic-sequence initiationis performed after injection or abort, the initial estimate
~of the LM state vector could be quite poor. Normally, ample time ts-available for
'repeated rendezvous navigation to improve the probability of good state-vector
estimates before the CSI maneuver. Even in the off-nominal case, there would be
‘sufficient time to take a certain minimum number of marks to ensure a good

rendezvous,

Average G (see Section C.1.1,1), which improves knowledge of the state vector
during powered flight, tends also to slightly degrade the estimate of that vector due
to accelerometer uncertainties; thus rendezvous navigation is needed repeatedly to

ensure the high quality of the state vector.

B.2 Ground-Targeted Maneuvers

All grdund-targeted maneuve;s are transmitted to the AGC via voice or
telemetryuplink, Sufficient data could be transmitted to permit immediéte execution
of a powered-flight program but, instéad; an onboard pseudo-targeting buffer
program (P30) is executed '_ prior to the maneuver., This pseudo-targeting approach
has several advantages over direct maneuver execution: it provides meaningful
(perhaps critical) displays to the astronaut; it can itself generate many of the inputs
required by the guidance program, permitting a significant reductionin the required
number of uplink variables (especially important for voice uplinks which must be
entered via the DSKY); and it is designed to accept conceptually simple inputs for a
crew-originated maneuver in an emergency situation when ground communication
is unavailable, Furthermore, this approach ée’rves as a backup for the onboard
rendezvous-targeting programsin the highly unlikely event that the onboard primary
systems in both the CM and LM fail,
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RTCC ground targeting considers and accounts for such predictable effects
as nonimpulsive burns, mass and thrust variations, guidance/steering rotation and
Lambert aimpoint, Such unpredictable effects as thrust dispersions from nominal,

or cg or VG misalignments are ignored.
The buffer program provides inputs only to External-AV guidance, A similar
program was devised for Lambert guidance, but it was never used and has since

been deleted.

B.3 Rendezvous Maneuvers

There are two basic profiles which achieve rendezvous: diréct transfer to
‘intercept, and rendezvous using intermediate parking orbits. The AGC hasthe means
for targeting both of these maneuvers, Each method hasits own significant advantages
‘and disadvantages. The direct transfer is fast; however, maneuver magnitudes can
be quite large, imposing a possible fuel penalty, high closing rates and nonstandard
lighting and intercept conditions. Onthe other hand, parking-orbit rendezvous allows
the final phase to be standardized (thus simplifying crew training), and permits
smaller maneuver magnitudes (minimizing the effects of a poor maneuver); it is,
however, long and drawn out;taking several hours.

Gemini used the parking-orbit rendezvous because its computer did not have
a navigation filter, and the final approach was planned to allow for easy crew
monitoring. Early NASA incredulity concerning the new Apollo system favored the
smaller maneuver magnitudes of the parking-orbit reﬁdezvous to minimize the effects
of a single bad burn—should oneoccur. Latér_, after confidence in the Apollo system
was established, the parking-orbit rendezvous retained its precedence principally

because of the ease in training the crew for the standardized final approach.

Nominally, the.LM is the active vehicle throughout the entire rendezvous
sequence, During this time the CSM is computing the maneuvers it would perform
if it were the active vehicle—these being mirror images of the LM maneuvers,
Should the LM experience a major failure (e.g., in its propulsion system), the CSM

is instantly prepared to begin retrieval.
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Any parking-orbit rendezvous must eventually target a direct transfer to
intercept; the difference is that a parking-orbit rendezvous establishes conditions
for a standardized transfer. The onboard capability for parking-orbit rendezvous
" is known as the concentric flight plan (CFP) and usuallyinvolves two parking orbits,

Figure B.3-1 illustrates the concentric flight plan.

The first two maneuvers of the CFP are designed to place the active vehicle
in an orbit that is coelliptic or concentric with the orbit of the passive vehicle
(thereisa constant altitude differential) and has a certain phase-angle [altitude-differ-
entiél relationship defined by the elevation angle (E) at a specified time, These
maneuvers are calléd the coelliptic-sequence initiation (P32) and constant differential

height (P33)., Coelliptic orbits, together with the proper elevation angle, produce

PASSIVE VEHICLE

AH . - \ ,
" ACTIVE VEHICLE

such desirable conditions as slow closing rates, easy astronaut takeover in the event
of computer malfunction, and easydiscoveryof errors by monitoring elevation-angle

changes,

Transfer to intercept, whether or not done in the context of parking-orbi;c
rendezvous, involves simply planning the time and place of intercept and aiming to
hit the spot at the proper time. '

The third maneuver of the CFP is called transfer-phase initiation (P34), which
targets intercept trajectories from the CDH parkingorbit, Transfer-phase midcourse

- (P35) targéts midcourse corrections (MCCs) to such trajectories,
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® — ACTIVE VEHICLE
O — PASSIVE VEHICLE

Concentric Flight Plan Events

1. CSI Maneuver
2. CDH Maneuver
3. TPl Maneuver
4. Intercept

( ah = differential altitude following CDH )

Figure B. 3-1 Concentric Flight Plan
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Prior toactual intercept, a sequence of manual braking maneuvers is initiated

to prevent collision and provide a proper attitude and rate of closure for docking.

All of these rendezvous programs can select either the LM or the CSM as

the active vehicle and can be flown in either earth'or lunar orbit.
B.3.1 Coelliptic Sequence Initiation (CSI) and Constant Differential Height (CDH)

The CSI computationiteratively solves a piecewise-continuous boundary-value
problem which can be described as follows: given the current state vectors of both
vehicles at CSI-ignition time [tIG(CSI)} , what maneuver is required of the LM
(assuming it is the active vehicle) to arrive at a point, TPI, at a specified time in
the future, tIG(TPI)*, and with an elevation angle of 27 degw< from the CSM?

Nominally, the ascent maneuver from the lunar surface targets the Lunar
Module into a 9-by-45-mile parking orbit and the CSM is in a 60-mile circular
orbit; consequently, the CSI maneuver done near apogee essentially coelliptisizes
the parking orbit at about a 15-mile differential altitude and the CDH maneuver
will be very small, Figure B.3-2 graphically illustrates a typical LM vertical
displacement from the CSM as a function of its trailing distance, Since, during
rendezvous, the LM is at a lower altitude than the CSM, it will be moving at a
higher orbital velocity and will be constantly catching up with the CSM. On this
graph the CSI maneuver occurs at about apogee; thus, as predicted;’che CDH maneuver
is very small, On this figure the acronym RR refers to rendezvous radar; AGS
refers to the Abort Guidance System, which serves as a backup to the GN&CS,

The CSI computationyields two solutions—one each for CSI and CDH. Inactual

practice the CSImaneuver isburned from this solution, butusually the CDH maneuver

'AV is merely displayed,

*From tjc(TPI) to intercept, the vehicles will travel about 130 deg relative to the
center of the moon (central angle of travel, also known as angle of transfer);
consequently, t; (TPI) is planned to occur at the midpoint of darkness to ensure
good lighting cor%itions for docking.

ook : :
The 27-deg elevation angle is a backup requirement. In the event of a computer

failure at TPI, this elevation angle permits a relatively simple manual maneuver
to replace the automatic TPI. This manual maneuver is performed by aligning the
LM'S thrust vector along the line-of-sight to the CSM.
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State-vector errors tend to propagate during the nontracking period of ‘an
orbital maneuver. To ensure the best possible state vectors for inputs to the CDH
computation, further trackingis performed after the CSI burn; thenthe CDH maneuver
- is recomputed., However, if for some reason (such as loss of visibility) tracking
cannot be performed between the two maneuvers., the astronaut will still call for

the CDH maneuver—justashe would inthe nominal case—but with degraded accuracy.

Other than not achieving the desired boundary conditions, there are a few
other situations which could render unacceptable a CSI solution. One is when the
various burns occur too closely together to permit tracking in between; another is
when the LM is phased improperly with the CSM; still another is a too-large AV or
a too-small AH, DSKY alarms notify the astronaut should one of these situations
occur; he canthénadjust his inputs tothe CSI program until he achievesa satisfactory
solution. Typically; the CSI and CDH burns are 180 deg apart, with a plane-change
maneuver halfway in between to make the orbits coplariar.{

The inputs the asfronaut can adjust are tIG(TPI), CDH apsidal crossing and
the standard TPI line-of-sight elevation angle, E. He would not adjust the vehicles'
state vectors, which are also inputs, The astronaut carries onboard charts which
give him nominal as well as non-nominal inputs to the CSI computation. Although
' theonboard rendezvous-targeting computations are prime, the astronaut can always
check his inputs with the CSM or the ground if he chooses.

When the CDH burn is completed, the elevation angle is small (e.g., 9 deg),
the LM is catching up with the CSM and tracking is resumed. About 40 minutes
later the elevation angle is 27 deg, indicating TPI time, ' '

B.3.2 Transfer Phase Initiation (TPI) and Transfer Phase Midcourse (TPM)

If the CSI and "CDH maneuvers successfully produce the desired boundary
conditions at TPI time, the transfer phase will possess several desirable properties,
such asaslow closing rate; predictable changes in the elevationangle, E;nearly-coin-
- cident TPI-thrust direction with the line-of-sight; and a |av |, measured in feet
per second, which is nearly twice the |AH | measured in miles, These properties
allow easy monitoring and easy astronaut takeover should the computer malfunction

during or after the TPI maneuver,
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The TPI computation solves the Lambert (intercept) problem directly. Tt solves

for the maneuver required of the LM to intercept the Command Module at a given
&

angle of transfer from tIG(TPI). In earth orbit, this Lambert solution uses offset

- aimpoints to compensate for the effects of earth oblateness.

Typically, the Lambert problem is computed two more times after the TPI
burn to make transfer-phase midcourse corrections. Of course, time is allowed

sk
between all of these burns for further tracking.

After the second midcourse correction (about 4 miles from the CSM), the
astronaut begins a manual braking schedule during which he maintains a collision
course and brakes his vehicle. Finally, the LM comes up in front of-the CSM while
pitching over, so that each docking hatch faces the other.

The GN&CS rendezvous function ends with the initiation of the manual braking
schedule. ‘ ' "

N . .
Typically, 130 deg of CSM travel, or a transfer time of about 43 min.

3k ‘
_ Historically, two other rendezvous routines were planned and subsequently dis-
carded—TPI Search, and stable orbit rendezvous (SOR).

The TPI Search was intended to provide a fast return in an abort situation,
It could be very costly in fuel consumption, but that compromise was deemed
necessary, for example, in the case of a partial failure of the life-support systems.
The program allowed the astronaut to manually iterate central angles of travel to
find an early-rendezvous trajectory which would minimize fuel consumption. After
the initial burn, the problem would be solved again to provide MCCs, as in the
procedure used for the standard TPI.

TPI Search doesn't provide the easy monitoring and standard final transfer
that the concentric flight plan does; it could be fuel costly but it didn't have to be,
‘because there were fewer burns; and it could have large closing rates necessitating
a busy braking schedule. As NASA confidence in the entire system grew, this type
of contingency maneuver was discarded.

The SOR targeted an intercept with the CSM's orbit at a fixed distance behind
or ahead of it. This aimpoint was used in a Lambert calculation to determine the
- necessary maneuver. After the SOR burn, navigation and midcourse corrections
could further improve the accuracy of the maneuver. At the point where the two
orbits cross, another maneuver would have been performed to match the two vehicles'
orbital velocities. Needless to say, none of the burns mentioned here are impulsive.
Final closure and docking would be accomplished manually.

142



B.4 Return to Earth

The principal task of the return-to-earth program (P37) is to provide an
onboard targeting capability to return the spacecraft to a proper earth- reentry
corridor in the event an abort occurs while there 1s a loss of communications with
the ground. With this program, safe returns can be achieved from earth orbit,
from trajectories resulting from translunar-injection SIVB-powered maneuver
failure, from translunar coast (outside the lunar sphere of influence), and from
transearth coast, including midcourse corrections (also outside the lunar sphere of
influence). Figures B.4-1, B.4-2, and B.4-3 indicate typical RTE trajectories at
TLI+6 hours, TLI+20 hours and TLI+50 hours, respectively.

- B.4.1 Options

P37 originally provided the crew with three basic options—minimum-fuel
return, minimum-time return and landing-site designation. Limited computer
capacity has since dictated the elimination of the landing-site designation option;
nevertheless, a limited amount of designati’on is still possible, since AV directly
affects the return time which, due to earth rotation, influences the landing site.
Three of the inputs for either remaining option are desired ignition time (tIG), desi_red
velocity change (AVD), and desired reentry angle. The choice between minimum-fuel
and minimum-time returnis determined by the input AVD (zero for the minimum-fuel
option). The program provides a display of the landing-site latitude and longitude,
required velocity change, the spacecraft's velocity magnitude at 400,000-ft entry
altitude measured above the Fischer ellipsoid, the flight-path angle at 400,000-ft
entry altitude, and the transit time ‘to that point from the time of ighitioh. After
the astronaut selects which propulsion system to use, SPS or RCS, the following
quantities are displéyed: middle-gimbal angle at ignition, time-of-ignition and
time-from-ignition. |

Two principal steps are used to compute the return trajectory. First, atwo-body
conic solution is generated which satisfies the constraints dictated by the inputs,
thus yielding a fast two-body approximation which is displayed to the astronaut.
Should he so elect, he can cont'inue. on to a precision solution recomputed to consider
gravitatio'nal perturbations. The conic characteristics are then used as a basis for

the development of a precision trajectory within the original constraints. The
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APOLLO TRAJECTORY IN EAR TH CENTERED INERTIAL COORD‘INA TES
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Figure B. 4-1 Typical Abort Trajectories
for TLI+6 Hours
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Figure B. 4-2 Typical Abort Trajectories
for TLI+20 Hours
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for TLI+50 Hours

146



precision-trajectory displays can differ significantly from the conic displays,
especially in the case of long transit-time returns. Thus the astronaut is obliged

to check the new displays before accepting the precise solution.
B.4.2 Two-Body Problem

The fuel-critical two-body problem consists of generating a conic trajectory
which returns the spacecraft to a specified reentry radius and flight-path angle
under -the constraint of minimizing the impulsive AV required to achieve the
trajectory. Thetime-critical two-body problemis similar, except that the impulsive
AV is prescribed rather than minimized. In either case, the premaneuver state
vector is assumed to be known. Since reentry conditions donot constrain the trajectory
plane, an in-plane maneuver is most efficient, thus reducing the problem to two

dimensions.

During the program design, consideration was given to a closed-form solution
to the minimum-fuel problem. This would have required solving for the roots of a
general fourth-order polynomial. The logic necessary to eliminate imaginary and
physically unrealizable roots made this approach unattractive. It was concluded
that an iterative search, using the cotangent of the post-maneuver flight-path angle
as an independent parameter, would be a better approach to the problem. The latter
approach always converges on a physically realizable solution and greatly simplifies
the equations. More important, the same equations can be used in the solution of
the time-critical proble'm, and additional trajectory constraints can be readily
included.

Computation of the two-body solutions to both the fuel-critical or time-critical
problems is complicated by initial uncertainty in the reentry radius and flight-path
angle. The reentry radius is defined to be 400,000 ft above the Fischer ellipsoid
and therefore varies with reentry latitude. The flight-path angle is a function of
the reentry speed and is represented by a polynomial curve fit. An initial rough
estimate is made of both the radius and flight-path angle. Based on the resulting
reentry latitude and speed, a better estimate of the prbper radius and flight-path
angle can then be made. This iteration is automatically continued until satisfactory
terminal conditions are achieved. Then the landing site is computed, based on either

a prestored entry range or the range resulting from a half-lift reentry profile.
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The two-body solution doesnot reflect trajectory perturbations resulting from
the earth's oblateness, the moon, or the finite duration of the maneuver. In most
cases, however, it presents a good approximation to the maneuver size and comes
within 10 to 15 deg of the true landing site. After the state vector is extrapolated

to the ignition time, about 15 sec are required to compute the conic solution.
B.4.3 Precision Solution

A precision solution to the return-to-earth problem may be initiated after
the user has an opportunity to evaluate the conic approximation. Although the precision
solution still assumes an impulsive maneuver, it does compensate for trajectory
perturbations due to the earth's oblateness and the moon. An attempt is inade to
- ‘satisfy the original time-critical or fuel-critical constraint, in addition to the reentry

radius and flight-path angle requirements obtained from the two-body solution.
The object of the precision phase is to compute a new post-impulse velocity which
compensates for the perturbed gravitational field. The technique used to accomplish
this also makes use of the two-body solution: to determine the new post-impulse

velocity, by rerunning the conic computations with an offset reentry radius.

The precision solution displayed to the crew contains no significant approxima-
tions. The accuracy of the solution is largely a function of the accuracy of the
onboard state vector used by the program. The answers, therefore, are comparable

to those obtained from a large ground computer.

The running time of the preci'::sion phase is significant, and is primarily a
function of the time of flight from ignition to reentry.’ It typically ranges between

one and two minutes per ten hours of flight time.

B.4.4 General Consider_atiohs

The return-to-earth program is included in the onboard computér primarily
toprovide return-targeting capability in the event that communication with the ground
is lost. During translunar coast the availab_ility of the LM for communications
backup makes the probability of a ¢ommunications loss very small. Therefore, the
mission phase most likely to fequire use of the return-to-earth program is transearth

coast. Inthis case, the only requirement is to provide targeting for small midcourse
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corrections which ensure that the spacecraft reenters in the center of the entry
corridor. Small minimum-fuel maneuvers, primarily in the horizontal direction,
have negligible effect on the landing site; they are made several times during the

return trip, and are preceded by periods of cislunar navigation.

Although the most probéble use of the RTE program is in the fuel-critical
mode for midcourse corrections, the crews have shown considerable interest during
training in using the time-critical mode to achieve some degree of landing-site
control. As explained earlier, landing-site longitude variability can be accomplished
by varying the input AV. Optimum use of both the conic and precision phases of
the program can minimize the computer time required for a solution which results
in aparticular longitude. Since the conic solution provides afast approximate »answer,
it should be rerun until a AV is determined which resultsin a longitude close (within
approximately 15 deg) to the desired longitude. Within this region the longitude is
-a fairly linear function of the AV. 'This solution should be continued through the
precision phase to accurately establish the longitude error. Following this, the AV
should be adjusted slightly and another conic solution computed. By comparing
this solution to the previous conic solution, the sensitivity of longitude to changes
in AV can be determined. A simple, manual computation can determine how much
change in AV is required tobring the precision longitude to the desired longitude.
This straightforward linear technique has proven to be quite efficient in producing
a solution with a pgrticular landing-site longitude.
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APPENDIX C

MAJOR PROGRAM CAPABILITIES—
Powered-Flight Guidance and Navigation

C.1 Fundamentals of Powered-Flight Guidance and Navigation

The Apollo mission profile consists of many discrete segments, each with
‘definable characteristics and objectives. (The segments are discussed in detail in
Section 2.2.) The translunar-coast, _transearth-coast, earth-orbit, and lunar-orbit
‘phasesrepresent examples of coasting flight—periods when the spacecraft trajectory
is subject only to local gravitational forces, Connecting these coasting-flight
segments are briefer, powered-flight segments, such as translunar injection (TLI),
transearth injection (TEI), and midcourse corrections (MCCs)—periods when the
spacecraft trajectory is subject not only to local gravitational forces, but also to
purposeful application of thr{lsting and/or aerodynamic acceleration., In addition to
those instances where it serves to éccomplish a transfer between two coasting-flight
phases, powered flight also occurs whenever either the initial or terminal state is
onthe earth or lunar surface, Thus, boost from and entryinto the earth'satmosphere

and descent to and ascent from the lunar surface are also powered-flight phases.
C.1.1 Powered-Flight Navigation:

Powered-flight navigétional requirementsdiffer fundamentally from the naviga-
tional requirements of coasting flight. ' '

During coasting flight, gravitational accelerations are the dominént influence
upon the spacecraft's state vector, These accelerations are modeled Aquite closely,
considering both the primary and secondary celestial bodies and the sun, and are
integrated accurately to span the.long coasting-ﬂight intervals, Thus, precision

integration greatly reduces the requirement for frequent state-vector updates either

from the ground or computed onboard from optics and VHF ranging measurements,
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During powered flight, spacecraft dynamics and scarcity of time preclude the
use of optics and VHF ranging measurements; consequently, powered-flight navigation
uses accelerometer measurements of aerodynamic and thrusting accelerations and

a greatly simplified gravity model .
C.1,1,1 Gravity Computation

The gravity calculations are performed in a straightforward manner, The

equations of motion for a vehicle moving in a gravitational field are

!d{ .

&Y ..
‘and

- av

——.—g+a s

where r and V are the position and velocity vectors with respect to an inertial
frame of reference, The measured acceleration vector of the vehicle, ags is defined
as the vehicleacceleration resulting from the sum of rocket thrust and aerodynamic
forces, if any; a7 would be zero if the vehicle moved under the action of gravity
alone. The vector sum of a andlg, the gravitational vector, represents the total
vehicle acceleration, "

Positionand velocity are obtained asa first-order difference-equation calcula-

tion thfough a simple computational algorithm:

AV () = V() - vt
rty) = ot )+ [Y(tn-l) +l2AYaJ at +g g 07
} 1
V) = ¥ty ) * AV () +5 (g, + g0t

I‘or lunar-centered flight, a simple spherlcal force field is cons1dered For
earth-centered flight, a first-order oblateness term is added, No "‘other body
effects are considered,
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The vector V is the time integral of the nongravitational acceleration forces, the
components of which are the outputs . of three mutually orthogonal integrating
accelerometers situated in the spacecraft's Inertial Measurement Unit, The
gravitational vector g, is a function of position at time t . This method is called
"Average G" because velocity is updated by means of the average of the gravity
vectors at the extremes of the measurement intervals,
£

A careful error analysis of a vehicle in earth orbit has demonstrated the
above algorlthm to yield errorsof approximately 100 ft and O 2 ft/secafter a period
of 35 rmnutes using a 2-sec time step and rounding all additions to eight decimal
digits. (Errors increase for smaller time steps due to the effects of accumulated
round-off errors; 1nterest1ng1y, errors also increase for larger “time steps as
truncation errors assume significance.) Compared to typical accelerometer scale-
factor errors, the errorsin the Average-G algorithmare smaller by several orders.

of magnitude.
C.1.2 Powered-Flight Guidance Using Cross-Product Steering

Powered-flight guidance and steering control. thedirection of applied thrusting
acceleration to meet the targeted terminal conditions, The guidance law generetes
the necessary traJectory control  variables for the steering law, in addition to
preparing the requisite displays to enable the astronauts to monitor the progress
of the maneuver, ' | o

i :

Steering controls the direction of- vehicle thrusting accelerations according
to the behavior of the guidance traJectory— control variables, Steering isimplemented
either manually or automatically, Manually, the astronaut implements steering by
using his hand controller to apply translational accelerations via the Reaction Control
System (RCS) Autopllot Automatically, steering is implemented by a cross-product
steering law which generates spacecraft-attitude commands for the Thrust Vector
Control (TVC) Autopllot (These autopilots are dlscussed in Appendlx D.)

Powered=flight guidance depends upon the. generatlon of an 1nstantaneous
required velocity (V ), correspondmg to the present spacecraft position such that

the targeted termlnal conditions are achieved. Subtracting the current velocity (V)
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from the required velocity results in the instantaneous velocity to be gained (\_IG):

Ve Vg~ ¥

G R -

Hence powered-flight gu1dance is commonly called VG guidance, The steering law
attempts to null this V (i.e,, to cause the orbital velocity to approach the desired

velocity) by controlling the direction of spacecraft thrusting acceleration,

For manual nulling of VG’ the current VG is an adequate control variable
When expressed and displayed in a convenient coordinate system, e.g., along the
orthogonal RCS jet axes, The astronaut selects X/Y/Z translatlon to null the
corresponding displayed YG components -

- C.1.2.1 Cross-Product Steering

For automaﬁc VGnulling, the cross-product steering law generates vehicle-at-
titude commands for the TVC autopﬂot which stabilizes vehicle attitude; in steady
state the thrust vector will go through the spacecraft"s center of grav1ty Vehicle-atti-
tude commands thus are essentially thrust-vector pomtmg commands, Cross-product
steering therefore controls the direction of thrusting acceleration, ams ensuring

that the vector combination of properly oriented thrusting acceleration and inherent

gravitational acceleration eventually nulls the guidance V G

- A sensible thrust-vector control system poihts the thrust vector in the general
direction of V.. An autopilot rate-command signal, Wes proportional to ap X YG’

‘_‘)C = K(§T X YG) .

causes the Vehlcle to rotate in a d1rect1on to ahgn ap and VG as desired, and it

vanishes (i.e., commands attitude hold) when the commanded ahgnm ent is achieved.
This maneuver is deplcted vectorially in Fig, C 1-1,

i

For burnsthatarebrief relative to the orbital perlod ap X VG steerin'g proves
adequate, For 1onger burns, where gravitational influences produce 51gn1f1cant orbit

"bending", however, a better control policy consists of aligning _YG with V., to

.

permit limited—although not quite optimal—fuel economy. For burns of the Service
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Propulsion System, ar is the dominant component of -\L/’G and hence suggests the

control law,

we = R-¥gx¥g)

The new term, -YG’ is generated as part of the guidance policy. This maneuver is
depicted vectorially in Fig, C,1-2, When one considers the dominant role of ap in

the generationof V., the similarity of Fig., C.1-1 and Fig, C,1-2 becomes apparent,
g yYa y g

Concern for control of attitude changevs during the maneuver suggested that a
linear combination of the two steering policies might take advantage both of the

- simplicity of 2, x YG steering and of the fuel economy of -YG X YG steering:

T

w, = K[—(aT - WQ x V]

Implementation of this generalized cross-product steering policyis facilitated
by the generation of a special b vector, closely related to YG:
Ve=b-a

G T

When the latter two equationsare cdmbined, the following generalized cross-product

steering law results:
o =Koy - 5 ]

This maneuver is depicted in Flg C.1-3.. Guidance supplies YG and the b vector;
Average-G accelerometer readings provide ap; ¢ is specified for the particular

maneuver; and K is again selected for a fast, stable response.

The result of the generalized cross-product steering policy is a vector rate
of change of body attitude, with components lying along the three body axes, The
roll component is ignored (since there is a separate roll autopilot which simpiy
maintains zero roll rate), and the. pitch and yaw components become commanded

attitude rates for the pitch and yaw channels of the TVC autopilot,



Figure C.1-3 Generalized Cross-Product Steering
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C.1.2.2 Comparison of Explicit and Implicit Guidance Policies

Powered-flight guidance strategy employs two basic approaches, explicit and
implicit.

Explicit guidance refers to guidance‘ policies in which the output variables
(\_IR, YG’ b, etc.) are computed from algorithms which explicitly involve present
and terminal vehicle states, Implicit guidance refers to guidance policies in which
the algorithms only implicitly involve vehicle states. For example, the direct

computation of V., = V, - V involves R, V, and R., explicitly, whereas in the
G~ *R Y

-T
integration of V = - Q¥ V (see below), nowhere do R and V appear exp11c1t1y
Direct YG calculatlon is thus an explicit mechanization, while VG integration is an

- implicit mechanization of a \_/'G guidance policy.

_ Explicit calculation of \_/’R has several disadvantages. Computational times
are long, the algorithms require large storage capacity, and a different set of
algorithms is required for each type of maneuver, For some mission phases (e.g.,
~ TLI), no known closed-form solution exists for the steering vector b, thus requiring
simplified solutions involving "close-to-nominal" assumptions, With non-nominal
flight (e.g., contingency aborts), such disadvantages become very severe,

The Lambert guidance pohcy implemented for Apollo consists of a mix of

explicit and implicit forms., Between explicit V __ solutions, YG is extrapolated by

. G
integrating the YG implicit-guidance equation. This permits use of a very crude b
vector, and largely removes the close-to-nominal requirements that might otherwise

exist,

Implicit guidance, as mentioned above, refers to g\iidance policies in which
the output variables are computed from algorithms where the terminal state and
the present state do not appear explicitly. Generally, the instantaneous required

velocity is a function of present position and time,

Vg = VR v
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The time derivative of VR can be expressed by applying the total derivative law:

V. o= Vg _ 9V + a——YR’ v
-R dt at or ||—

‘Substitution from the basic equation,

Ygzva'Y:

and application of certain \:[Rrelationships along the solution trajectory (in particular,

Vi = G ) yields, after some manipulation,
V=V '
YR

Ve=G-QY

“ .
~where Q 1is the 3x3 matrix of partial derivatives,

This equation states that the time rate of change of VR along any path is equal to G
(as it would be along the correct free-fall path) plus a correction if the actual path

Vo~ O VR—>G)

is not the free-fall path (a's V
Substitution of this result into the time derivative of \_TG = YR - V yields an
expression for '\:/_'G:

Vo=@ Y¥g 2y

This simple first-order eqﬁation can serve as a guidance policy, involving only the
thrustmg acceleration inputs (from the Average-G accelerometer readings) and the
matrix Q Nowheredo present vehicle position or Veloc1ty, present velocity required,
or terminal (targeted) state appear explicitly. Terminal-state, present velocity,
and present required velocity are all implicit in the current velocity to be gained.
Present position is implicit in the Q* matrix, A single initial éxplicit calculation
. of V to obtain the initial V . is fequired, From then on the equation for S-TG is

-R -G _ "
self-sufficient, requiring only the external generationof the elementsof Q . Implicit
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guidanceis often referred toas VG guidance, whereas explicit guidance, as mentioned
above, is called VG guidance, All necessary inputs to the cross-product routine
are readily available: V. from the integration of the VG guidance equation, ap

G
from the Average-G accelerometer readings, and b = }_7 + a

G =T

In general, the Q elements are functions of position and time. Where flight
is close to some nominal trajectory, the position dependence can be removed, and
the elements can be represented simplyas functions of time. Further simplifications
can be made, such as using two or three straight-line segments with perhaps one
or two discontinuities; using simple straight lines; using simple constants; and even
using zero for selected elements.

The advantage of 1mp1101t gu1dance is its computational simplicity One
disadvantage is the requirement for much prefllght simplification and approxn'natlon
- to determine adequate representations for the Q elements. Another disadvantage
is the severe restriction tonear- ~nominal flight—greater here thanit was for explicit

guidance.

The interrelatibnships of explicit/implicit guidance and cross-product steering
should be noted. Initial YR and YG' = YR - V calculations are made in both the
explicit and implicit approaches, Thereafter, only in the explicit case are periodic
resolutions for. instantaneous VR and VG required. Implicit gu1dance simply

integrates the YG equation, To do so, however, periodic updates of the Q matrn

(partial derivatives,

oy
or

functions of time and position) are required. Noteinthe \ZG expressionthat definition

of a b vector,

yields an equation
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which was introduced above, during cross-product steering discussions, Both explicit
and implicit guidancelawsusethe cross- product steering law, For implicit guidance,
the b vector used by cross-product steering is already available, appearing as the
-Q V A b in the V Gequatlon no additional computatmns are requlred For explicit
gu1dance however, the cross-product steering requirement for b presents an added
computational burden; analytic expressions for b must be implemented, solely for

inputs to cross-product steering.

Thereare two ways to circumvent the computational burden, however, First,
one can revert to simple ap X VGr steering (i.e., by setting ¢ = 0 in the generalized
cross-product steering law). Then, the value of b is immaterial and need not be
computed, Theimplementationof Lambert- targeted ASTEER guidance employs such

‘a simplification (see Section C.1.2.4). Fuel penalties for the non-optimal ¢ = 0

are minimal in the situations where ASTEER is used.

Alternatively, the b vector can be obtained with adequate accuracy by a simple
numerical d1fferentlat10n using a first-order back difference, If the equatioh for
the b vector (b = -Q \_fG) is substituted into the equation for V (V =G - Q*'\_/'G),
the following expression for b results:

. "_“P.=YR"§

A simple first-order back difference of Vi is suggested:

:YR(T-AT)_ - Vp(7)
AT

‘ZR('T). =

The b-vector equation then becomes simply:

V(1) - v (T-AT) j
b = R i |

Notethat G(7) = [R(T)] now involves present vehicle state explicitly (obtained from
Average G). Time- and memory-consuming explicit b-vector calculations are no

longer required, Preprogramming and close-to-nominal trajectory restrictions

inherent in the explicit b = -Q Vo implémentation are avoided. There are some
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geometries for which the above equation gives degraded b vectors, but generally

the results are ac.ceptable.

The final form of powered-flight guidance is a combination of explicit and
implicit guidance laws, Periodically, the explicit calculation of YG = YR -V is
made; this involves direct computation of Y—R (e.g., via the iterative Lambert
subroutine, discussed below). The necessary velocity computations are slow,
requiring several seconds (2 to 4 normally, but 10-sec cycles have been observed).
During the explicit computational interval, implicit guidance is used to maintain a
current estimate of YG for steering, The required b vector is obtained from ’sirhple
back differences of YR’ with local gravitation taken into consideration.

- A

C.1.2.3 Lambert Powered-Flight Guidance

Lambert powered-flight guidance solves the problem of reaching a specified
target position at a specified intercept time. The period of free-fall coasting flight
which follows the termination of the active guidance phase may last a matter of
hours (one or more orbits in rendezvous) or days (during return to earth following

a translunar orbit or a transearth midcourse correction).

Computations for Lambert pbwered-ﬂight guidance can be done either onboard
the spacecraft or telemetered from the ground, Lambert targeting (TPI or TPM)
generates the target vector, the intercept time, the time of ignition, and variéué
other parameters and displays, Return-to-earth targeting generates these same
Lambert—type'inputs for the Lambert guidance. Guidance prepares the necessary
trajectory-control variablesduring the active transfer phase betweenthe fwo periods
of coasting flight, The YG is nulled either rﬁanually (via the astronaut's hand-con-

troller activity) or automatically (via the cross-product steering law).

Lambert powered-flight guidance involves both explicit and implicit guidance
policies, Briefly, the explicit task involves thedirect calculationof required velocity,
Vi and velocity-to-be-gained:

Vo=V~ V,
where V is the current velocity, The implicit task involves the extrépolation of YG

during the explicit YG computation interval.
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Lambert's theorem states that the time of flight (tf) along the solution trajectory
depends only upon the length of the semimajor axis, a, of the solution conic (valid
for general conics); the sum of the distances to the initial (rl) and final (r2) points

of thearc from the center of force; and the length of the arc (¢) joining these points:

t; t(ar + T, ,C)

Time of flight is the known specified quantity:

The task of the Lambert subroutine is to determine iteratively the solution cbnic,
in particular the parameter a, Required velocity is then simply the velocity associated

with the solution conic at the present position{

VR~ ViR, 2)

T‘he present velocity to be gained is simply the differencevbetween present velocity
required and present‘orbital velocity. The b vector, required only for the steering
task, is computed by back- dlfferencmg V and accounting for local gravitation, as
described above, .

C.1.2.4 Lambert ASTEER Guidance

Lambert ASTEER guidance is an explicit guldance policy which solves. the
problem of reaching a specified. target vector at approximately a spec1f1ed time.
ASTEER guidance utilizes a single initial solution of Lambert's theorem by the
Lambert iterator, e.g., for the semimajor axis, a, of the desired coasting-flight
conic:

= {(a,R RT)

f -1’

Since the variation of a during the brief rendezvous powered maneuvers directed
by the AGC on the LM is negligible, a can be assumed constant (leading only to

minor error inthe time of actual intercept). Asinthenominal Lambert case discussed
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in the previous section, Lambert targeting provides the offset target vec{or, BT’
and the time of flight, tf = tT -'t.. The initial V

initial a:

is computed explicitly for the

1° 1

R

. ]
YRl = f@,R.Ryp)
Thereafter, explicit YR(T) updates are computed as functions only of R(7), using

the initial a:
]
Y (7-) - f(al’BT’BT)
Initial and updated explicit \_/'G's are computed via the equation,
V() = Vg(r) = V(7)

By assuming constant a = ag, the Lambert-iterator resolutions can be avoided and

time saved, thus permitting YG updates every 2-sec Average-G steering cycle,

ASTEER avoids the steering b-vector problem simply by setting b = 0. This
is convenient from the vantage of avoiding unnecessary.]g-vector computation time,
and empirically justified .for those situations where ASTEER is used (e.g., short
burns such as LM-active ren;lezvous maneuvers, where ap X YG stéering might

be expected to work, anyway).
C.1.2.5 External AV Powered-Flight Guidance

External AV -powered—ﬂig.ht (i_fG) guidance is an implicit guidance policy
designed for ground targeting of lunar-orbitinsertion (LOI), descent-orbit initiation
(DOI), transearth injection (TEI), midcourse correction and abort maneuvers and
for onboard targeting of certain rendezvous maneuvers, External AV was ifnple-

mented for several reasons:

a, The explicit YR and b computations planned originally for the LOI, DOT,
and TEI maneuvers required extensive fixed- and erasable-memory
storage, and consumed too much computer time,

b. External AV isa simple, fast, r_e.liablé guidance/steering mode, compared
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to the slower—and more complex—Lambert and ASTEER modes.
Considerable experience with external AV maneuvers had been gained
during the Gemini program, whereas Lambert maneuvers were a new
development, :

c. External AV ischaracterized by an inertially-fixed burn attitude, which
simplifies the problems of burn monitoring and manual takeover in the
event of partial or complete primary-system failure,

d. Reduced computational burdens permit more time for nominal activity
(displays, autopilots, compensation, etc.) and extended verb activity,

e. External AV is conceptually simpler, e.g., for crew-originated maneu-
vers., Fewer inputs are required, with fewer demands made upon the
crew, -

Disadvantages of External AV are a fuel penalty on long burns and the requirement
‘for ground targeting and uplink communication of the targeting parameters—time
of ignition and initial YG (in local vertical coordinates); but these disadvantages
are offset by the tremendous savings in computer-memory capacity which an onboard
targeting program would have required. Voice-linked loads of planned and contin-
gency maneuvers are also transmitted in case of a communications failure, Fuel
penalties, even during the 1of1g LOI, TEI, and translunar aborts, are minimal,

As previously mentioned; External AV is an implicit \ZG policy. There is no

reference to a required velocity; targeting supplies the initial Y—G direction, and
YG is extrapolated from

<o

:VE—'a

G =T

discussed above, Theb vector for External AV maneuvers isidentically zero, meaning
that YG is affected only.by thrusting accelerations. '

A unique feature of External AV prethrust computations is an épproximate
compensation for finite burn times, in which the in-plane component‘ of the initial
\_TG isrotated in the direction of the angular-momentum vector, by half the predicted
central angle of the burn, Current vehicle mass and a nominal thrust level (2- or
4-jet RCS, or the SPS) are also used in the éa‘lculation, No attempt is made to

account for mass variation during the burn,



C.1.2.6 Thrust-Cutoff Sequencing

Automatic termination of thrust is provided for powered-flight maneuvers,
smce the time constants of computation, display and astronaut-reaction would result
inanunacceptable AV fora manual termination, The guidance/steering calculations
generatean estimate of time-to-cutoff, which is then displayed for burn- monitoring
purposes. When time-to- -cutoff drops below four sec, the steering commands are
set to zero, the steering and time-to-cutoff calculations are disabled, and a task is
scheduled to issue the engine¥cutoff discrete at the proper time, The guidance Y-G
calculations continue (in case they should be needed for manual \_fG trimming)
following engine shutdown,

The time-to-cutoff calculations involve the present VG’ the just-measured
AV, (Average G, Section C.1.1), and the most recent b vector (identically zero for
'ASTEER and External AV steering). As depicted in Fig, C.1-4, the desired effect

is the minimization of cutoff V e magmtude assuming that thedirectionand magmtude

L3

. of -V . are constant.

-G

The equation for time-to-cutoff (TTC), measured from the time of the

accelerometer readlng assoc1ated with VG and VG

Vo' UNIT( Y ) YG'UNIT(-YG)
1 - - AT
2V

TTC =

. TO 3
Va

contains a first-order variable- mass approximation (VE is the exhaust velocity)
and a biasing impulsive AV tailoff time, ATTO. The vector dot product represents

the projection of YG onto the current VG direction,

Cutoff residuals comprlse the cross-axis component shown in Fig. C 1-4, plus
axial cutoff errors-due to the approx1matlons associated with the TTC algor1thm
As cutoff approaches, the approximations become quite good (b —0 as V ——-»V
and VE >> VG UNIT(- VG)>; axial cutoff errors are therefore on the order of the
theoretical maximum of two accelerometer pulses provided that engine parameters

(VE, constant thrust, ATTO, etc.) are modeled accurately.
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~ Figure C.1-4 Time-to-Cutoff Geometry
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The cross-axis component of residual YG at cutoff, however, can be quite largwei,‘
especially for short burnsduring which the steering/autopilot loop dynamics prevent
recovery from initial vehicle and thrust-pointing errors, the dynamics associated

~with a moving center of gravity, or b-vector dynamics in a severe-burn geometry.

However, the post-burn trimming maneuver can accommodate these situations.

C.2 Thrust Monitor Program |

" The thrust monitor program monitors and displays velocity changes applied
to the spacecraft during manual maneuvers and during maneuvers not controlled by
the GN&C System, The program initially suspends state-vector updating by the
VHF range-link’ (i.e., resets the update and track flags), and édvances the vehicle-
state vector to the current time. This operation continues until the state vector is
extrapolated ahead to the ignition time. The Average-G routine discussed in the
previous section isthen initiated, thus allowing the earliest possibleignition. Average
G remains in operation until the program is terminated upon completion of the
maneuver., The primary output of the thrust- -monitor program is the measured

maneuver AV, expressed in vehicle coordinates.

The thrust-monitor program is normally em.ployed during two major maneu-
vers—the translunar-injection maneuver controlled by the Saturn guidance system
and the manually-controlled terminal rendezvous maneuvers required for a CSM
retrieval of the LM. During the TLI maneuver, theastronaut cancall up the display
of inertial velocity altitude and altitude rate. During the active CSM terminal
rendezvous maneuvers, relative range, range rate, and the angle of the vehicle X

axis rclative to the horizontal plane are available for display.

C.3 Earth-Orbit Insertion Monitor Program

“

The AGC program for earth-orbit insertion monitors the performance of the
Saturn launch vehicle from the detection of the liftoff discrete to the accomplishment
" of earth orbit, Inthe eventofa Saturninertial-platform failureduring boost, however,
the Command Module AGC provides a backup capability to guide the Saturn along a

prescribéd trajectory which is discussed in some detail in Section D.,5.
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Since a close relationship must exist between the guidance and navigation
equipment on both the Saturn launch vehicleand the Command Module, itis important

to detail that relationship, beginning prior to launch.

As explained in Section 2,2.2.1, two sets of guidance equipment are prepared
for launch: The Saturn guidanée equipment in the Saturn Instrument Unit controls
the launch vehicle, while the Apollo guidance equipment in the Command Module
provides a monitor of Saturn guidance during launch, The Saturn and CM are both
inertially aligned to a common vertical and launch azimuth reference, During
countdown, both systems are gyro-compassed to an earth-frame reference. Near
liftoff, they both respond to discrete signals to switchover from the earth reference

to the nonrotating inertial reference used during boost, -

Prior to liftoff, the AGC interrogates the liftoff discrete every half-second,
-and when liftoff isdetected, the compufer initiates the earth-orbit insertion program.
Should the discrete fail or malfunction, the astronaut can initiate the program. At
liftoff, the current clock reading updates the universal time previously stored in
the AGC, and the AGC clock itself is then zeroed.

During first—stage'ﬂig'ht, the Saturn Instrument Unit controls the flight by
swiveling the engine's outer four rockets. For inertial vertical flight, the vehicle
is rolled from its launch azimuth to the flight-path azimuth., Saturn guidance then
controls the vehicle in an open-loop, preprogrammed pitch maneuver designed to

pass safely through the critical period of high aerodynamic loading.

Throughout this period, the AGC's powered-flight navigation routine (Average
G, Section C.1.1) calculates the positioh and velocity of the Saturn vehicle, This
routine is initialized with the'v position and velocity at liftoff, computed using knowledge
of the earth-rotation vector, observed time of launch, and preloaded values of
launch-site longitude and geodetic latitude. (To relate the stable-member (SM)
orientation at liftoff to the basic reference-coordinate system, the direction of ZSM
is calculated first. The ZSM axis, which is aligned along the true direction of
gravity at the launch pad, defines the astronomical latitude, The astronomical latitude
is the derived angle between the zenith and the equator, measured by the observed

angle between the horizon and the polar axis. The geodetic latitude, which is also

defined  as the angle between the zenith and the equator, is Qalculated on the basis
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6f the earth's reference ellipsoid. Since the astronomical latitude is approkimat‘ely
equal to the geodetic latitude at the launch pad, the geodetic latitude is substituted

in the numerical calculation of the direction of gravity.)

The earth's polar axis is described in reference coordinates for each spépe
mission by storing in the AGC the quantities necessary to determine precession
and nutation. On this basis, the ZSM may also be computed in thereference system.

The CMC assumes that XSM and YSM are in the pléne of the horizon at the
launch site., During prelaunch, the XSM is kept aligned with the launch azimuth, an
angle in the horizon plane measured positive from North in an easterly direction to

X
SM*
horizon plane and the plane determined by the earth's polar axis and the zenith,

X
SM
coordinates determine YSM in reference coordinates, thus allowing the transforma-

Since North and South are determined by the line of intersection between the
‘can be computed in reference coordinates, XSM and ZSM in reference
tion (REFSMMAT) from earth-reference to -stable—member coordinates,

T Both the Saturnand CM guidance systems continuously measure vehicle motion
and compute position and velocity. In addition, the GN&C System compares the
actual Saturn trajectory with that to be expected from the AGC, using a sixth-order
polynomial approximation—thus generating an attitude-error display for the crew,
During boost (first-stage only), these attitude errors are available to the Saturn
Instrument Unit for nulling, should a takeover be required, Should a takeover be
required during second or third-stage boost, the only commands the Instrument.
Unit can receive are from the Rotational Hand Controller which the astronaut
manipulates as hé compares DSKY displays of velocity, altitude and altitude rate
with a nominal trajectory profile available on printed card. In this fashion the
spacecraft can be flown safely into earth orbit with relatively minor errorsin apogee

and perigee,

C.4 Entry Guidance and Mission Conirol Programs

The phase of the mission beginning with the jettison of the Service Module by
' the Command Module and ending with safe arrival at the designated landing site
comprises three major control functions—entry guidance, mission control programs,

and EntryDigital Autopilot. (For a summary of the entry phase, see Section 2.2.2.14))
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The entry guidance directs the CM to a safe return at the designated landing
site. The mission control programs (P61 through P67) inform the crew of their
locationalong the entry trajectory, as determined by the Entry Guidance, The Entry

'DAP uses the output of the entry guidance (i.€e., roll command) to perform automati-

cally all maneuvers necessary for reentry.

This section of Appendix C discusses entry guidance and mission control
programs, The Entry DAP is discussed in Appendix D, which describes all of the
Digital Autopilots.

C.4.1v Entry Guidance .

A .spacecraft returning froma lunar mission reenters the earth's atmosphere
‘atvelocities exceeding escape velocity. To cope with the sensitivedynamicsinvolved,
automatic entry guidance and control are employed. Although escape Velocity is
only 40 percent greater than orbital velocity, the sensitivitg; of the reentiry range
capability to variations in the critical entry flight-path angle 1is several orders of
magnitude greater for entry from lunar missions than from earth-orbital missions,
The automatic guidance system is expected to provide quick response and to minimize
the effects of variation of the actual environmental characteristics (such as CM

aerodynamics and the atmosphere) from the design standards,

The automatic entry-guidance system was designed with two main objectives,
havingthe following priority: (1) a safereturntotheearth's surface, and (2) landing-
point control, For the CM to splashdown successfully at the designated landing
site, these objectives must be met, -Safe return means that the deceleration during
reentry should never exceed a prescribed limit, nor should the spacecraft skip back
out of the atmosphere at greater than orbital velocity, The ’reentry trajectory may
include a free-fall, ballistic lob portion out of the atmosphere in order to reach a
distant landing point, but this must be done at subcircular velocity. The midcourse
guidance phase has the initial responsibility for a safe return in that the spacecraft

must be steered into an acceptable entryicorridor from which a safe returnis possible,

* o .
The entry flight-path angle is defined as the angle between the inertial velocity
vector and local horizontal at the entry interface altitude of 400,000 ft above the
reference geoid, '

170



The entry guidance must achieve the objective of range-control without interfering
with the objective of a safe return. Acceptable reentry-angle values (about the
nominal) define a region called the reentry corridor. A nominal entry-angle value
for a lunar mission is approximately -6.5 deg. (A nominal entry-angle value for

an earth-orbital mission is approximately -1.5 deg.)

To fulfill its main objectives, the entry guidance must cope with errors, The

distinction is made between navigation errors and steering errors,

Navigation errors are inaccuracies in the determination of the spacecraft's
own position and velocity., These errors cannot be removed by guidance design, It
is sometimes convenient to think of a navigation error as the errdr in where the

‘spacecraft thinks the target is, Causes of navigation errors include:

(1) Errorsintheindicated initial positionand velocity at the start of reentry.
(2)  Initial misalignment of the IMU, -

(3) IMU gyro and accelerometer errors,

Steering errors, on the other hand, depend on guidance design and represent
the spacecraft's inability. to reach the position where it thinks the target is, Ina
well-designed system, the'expected miss-distance should be approximately the same
as the expected navigation error near the end of the reentry trajectory. A subtle
type of steering errorinvolves control actions which are taken early in entry, while
the velocity is still supercircular, The danger is that during this phase, while the
sensitivities are high, control actions‘ based on navigation errors may be improper
and result in a large enough trajectory d,evi‘at'ion such that later control actions are
incapable of compensating sufficiently for the early mistakes, Thus, steering errors
are a function of navigatioh errors, Specifically, the chief troublemaker is the
error in indicated rate-of-climb during the supercircular phase, The effect of this
error is minimized by the use of a reference trajectory during the pull-up portion,
Upcontrol. On theother hand, navigation errorsarenot a function of steering errors

or the steering scheme, except indirectly,
A controlled-entry flight to the designated landing point is achieved by taking

advantage of the aerodynamic lift capabilities of the CM, The CM is a wingless,

axially symmetric, reentry vehicle constructed so that its center of gravity is
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displaced from its axis of symmetry, When flying hypersonically in the atmosphere,
it trims with' a low, constant ratio of lift to drag. The only means for perturbing
the trajectoryin a controlled manner is to roll about the wind axis (velocity vector)
-with reaction-control jets, permitting the lift vector to be pointed anywhere in the
plane perpendicular to the wind axis, The roll aﬁgle defines the orientation of the
lift vector relative to the trajectory plane—i.e., the plane containing the wind axis
and the position vectors, The component of 1ift in the trajectory plane is the means
of trajectory control for the down-range flight, while the component of lift out of

the trajectory plane is for control of cross-range flight,

The entry-guidance equations regularly compute the desired lift direction
currently necessary if the trajectory is to reach the designated landing site. In
actual flight, the Entry DAP causes the CM to roll about the wind axis so that the
actual 1ift direction is forced into agreement with the desired lift direction. This
results in achieving the desired in-plane component for down-range control, The
rolling maneuver yiclds an out-of-plane component of lift that is used for lateral
steering. After the cross-range error is removed, the lateral lift component is an
unwanted by-prod'uct of the steering, and its effect is constrained to an acceptably
small value by the guidance, which causes the CM to roll periodically so as to
reverse the sign of the lateral 1ift and null out lateral drift, Since the in-plane
component is the fundamental controlled quantity, in that it controls down-range
flight, its sign normally remains unchanged during the nulling process (lateral
switching). In effe-ct, the restriction on the sign of the in-plane component during
lateral switching demands that the CM roll through the smaller of the two possible
angles—through the so-called shortest path—when lateral switching takes place; the
Entry DAP normally causes this type of maneuver, But in certain instances where
such a maneuver would cause the vehicle to fall short of the target, the entry guidance
insists on rolling over the top without regard for the angle size, and a program
switch is set toinform; theroll DAP that the CM is being commanded to roll through
the larger anglé. IQ summary, the entry guidance continuously provides a single

steering quantity—the commanded roll angle—that is to be achieved by the CM,

Entry guidance is further described by using the illustrative deceleration
profile of Fig. C.4-1. At point 1, the CM lift is initially directed upward for
nominal-to-steep entry angles; for shallow angles, lift is directed downward." A

function of the guidance is to establish the initial lift by roll-angle command, which
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is held constantuntil the CM isin the atmosphere and the deceleration level reaches
0.05g. Prior to 0.05g, the Entry DAP holds the CM in the attitude of hypersonic
trim at the specified roll angle, After 0.05g, the atmosphere holds the CM in trim,
~ with rate-dampingassistance in pitchand yaw by the DAP, At this point, the guidance
begins the lateral-range calculations which will permit a small (15 deg) roll-angle
deviation, The g-level continues to increase until about 1,3g, when constant drag
control begins—attempting to maintain a constant deceleration (point 2), Velocity
and range-to-go decrease. When the rate of descent reaches 700 ft/sec, a
trajectory-search, in addition to constant drag, begins to determine if the predicted
range for a constant lift-to-drag ratio (L/D) flight from the spacecraft's current
location would yield the desired range. The predicted range is made up of analytic
expressions based on a candidate reference trajectory consisting of segments for
pull-up, ballistic lob and final (second-entry) phase, If the predicted range is not
within 25 nmi of the desired rangé, the constant drag control continues to be flown,
When the predicted rangeis within 25 nmi of-the desired range, the guidance begins
to steer the CM along the pull-up reference (point 3), When the terminal conditions
of the Upcontrol reference are met, a ballistic lob is flown if the drag becomes
less than 0.2g (point 4), The guidance maintains a roll command constant at the
most recent value. Should the drag become less than 0.05g, the roll command is
set to zero and, in addition, the inadequate aerodynamic stability in this low-dynamic
pressure region requires that pitch and yaw hypérsonic trim again be maintained
by the three-axis DAP., On reaching the peak altitude, the CM falls back toward
the earth and reenters the atmosphere at point 4, At 0.05g,-the DAP relinquishes,
The final phase of guidanée is entered when the acceleration builds up and exceeds
a 0.2g threshold, .The final-phase guidance (point 5) steers the CM to the landing
site, using a prestored reference trajectory. Short-range trajectories omit the
ballisticand Upcontrol phases; very long-range trajectories omit the constant-drag’
phase,

Two remainirg functions of entry guidance are the g-limiter logic, which
modifies the roll commands during the final phase to avoid exceeding the maximum
8g limit, and the lateral logic, which periodically switches the desired 1ift direction
from one side of the trajectory plane to the other to allow the roll angle to control

both down-range and lateral range,
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Three entry-guidance functions areused throughout thetrajectory—Navigation,
Targetingand Mode Selector, The first and second of these functionsbegin in Program
P61; the third begins in P63. Navigation updates the position and velocity vectors
~using acceleration data, Targeting computes the current landing site vector based
on earth rotation durihg an estimated flight -time and calculates the present range
and lateral range for the 1andirig site. Mode Selector selects each entry—guidance

phase on the basis of the current position along the entry trajectory.
C.4.2, - Entry Mission Control Programs

The entry trajectory is broken into major segments, each identified with a
mission program number, such as P61, shown in Fig, C.4-2 for both orbital and
lunar entry, After the crew selects P61, the programs run in numerical sequence.
Selection of thenext major mode is automatically determined by the mission control
program prior to beginning P63 and by entry-guidance thereafter, While each phase
of the entry guidance is operating, the DSKY displays thé corresponding mission
control program, P61 through P67, to inform the crew of the spacecraft's location
along the entry trajectory., The mission control programs form the framework
within which the crew is able to monitor the phases of flight beginning with the

maneuver to CM/SM separation attitude and continuing until droge-chutedeployment,

The mission control programs for entry are summarized in the following

sections:
C.4.2.1 Entry Preparation, P61

The Entry Preparation Program starts the entry sequence for the CM, P61
initiates onboard navigation and checks the IMU alignment, Nexf, it calculates data
so that the crew can initialize the Entry Monitor System (EMS)* and also monitor
certain future trajectory check points., The data from the P61 displays are also
compared with the gréund-supplied EMS data and serve as a check on the operation

of the AGC. On completion of the displays, P62 is begun,

* , A

The EMS is a backup system used to monitor entry performance; it provides a
roll-attitude indication, a range-to-go counter and a velocity and acceleration plot
to compare with acceptable velocity/acceleration profiles,
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C.4.2,2 CM/SM Separation and Pre-entry Maneuver, P62

The CM/SM Separation and Pre-entry Maneuver Program establishes the
trajectory-monitoring displays for the crew, accepts crew notification that CM/SM
separation hasoccurred, activates the Entry DAP, and orients the CM to the correct
attitude of hypersonic trim. When the DAP first becomes active, it establishes
attitude hold, following separation, until the crew verifies the correctness of the
display of initial roll-attitude specification and target location. After verification,
the DAP initiatesand perforrris the maneuver to bring the CM into entry hypersonic-
trim attitude at the specified roll attitude, -

When the ENTRY DAP determines that the maneuver to entry attitude is
essentially completed, P63 is begun, '

-C.4.2,3 Entry Initialization, P63

The Entry Initialization Program activates the entry guidance and establishes
the pre-0.05g guidance-monitoring display. During P63, the DAP continues to hold
the CM to the hypersonic trim with respect to the computed relative wind axis, as
the CM approaches the atinos'phere. When the guidance senses that the atmospheric

drag level has exceeded 0,05g, P64 is begun,

P63 is the last P60 mission control program (until P67) to actually perfovrm»
a program-sequence function, By comparlson P64, P65, P66, and the initial portion

of P67 are merely milestones established by entry guldance along the trajectory.
C.4.2.4 Post-0.0Sg, P64

The Entry Post-0.05g Program establishes the g:idance-monitoring display
for the crew, initiates the lateral guidance and performs the trajectory planning
function by finding a candidate reference trajectory that is compatible with the range
to be flown. The guidance decides that the current entry is from an earth orbit .if
the velocity is less than 27,000 ft/sec at 0,05g (the start of P64); lateral steering
is activated and, when the drag exceeds 0.2g, P67 is begun. The guidance decides
that the entry is from 1unaf orbit if the Velocify‘ is greater than 27,000 ft/sec at

0.05g; lateral steering isactivated, the trajectory search is begin, and the guidance
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directs the CM to fly to a constant drag level, about 4g. The guidance looks for a
reference trajectéry that satisfies the range requirement, using some or all of the
trajectory segments: Upcontrol phase, ballistic phase, and final phase, Throughout
P64, the DAP follows roll commands issued by entry guidance, and performs
coordinated rolling with rate-damping pitch and yaw. Except as mentioned in P66,
the DAP continues this behavior throughout the flight. When constant-drag flight
hasreduced the predicted range to within 25 nmiof the desired range, P65 is begun,
If an Upcontrol reference trajectory is not found, for which the terminal velocity
exceeds 18,000 ft/sec, then P67 is begun.

C.4.2,5 Upcontrol, P65

The Entry Upcontrol Program establishes the guidance—monitofing displays
for the crew. P65 isflown for all lunar entries except for those where the landing-site
‘rangeis short., During P65, the guidance steers the CM along the pull-up reference
trajectorytoward a possible controlled ballistic lob, When the termination conditions

of the Upcontrol reference are met, the phase is over:

a. When the drag acceleration becomes less than the terminal drag
cond1t10n P66 is begun

b. If the rate of descent becomes negative while the velocity has nearly
reached the terminal velocity conditions, then pull-up ﬂlght is ended
and P67 is begun,

(For intermediate-range trajectories, the terminal drag condition may be greater
than 0.2g, and the net effect of satisfying fh_e terminal drag condition is a direct
transfer to P67 by way of P66.)

C.4.2.6 Ballistic, P66 -

The Entry Ballistic Program establishes the guidance-monitoring displays
for the crew. P66 signifies the ballistic lob portion of the trajectory and lasts as
long as the atmospheric drag level is less than 0.2g. Because of the rarified
atmosphere, the guidance ceases to produce new values for the desired lift-vector

direction, While the drag level remains greater than 0.05g, the CM desired roll

attitude is the most recent roll command (from P65); pitch and yaw hypersonic

178



trim are still maintained by the atmosphere. If the drag level becomes less than
0.05g, pitch and yaw attitude control by the DAP is activated to maintain the CM in
hypersonic trim (as during P62 and P63); in addition, a wings-level, lift-up roll
attitude is established for the CM by providing a zero roll-angle command, When
the drag again exceeds 0.05g, the DAP reverts to pitch and yaw rate dampers.
Whenever the atmospheric drag exceeds 0.2g, P67 is begun,

C.4.2,7 Final Phase, P67

The Entry Final Phase Program establishes the guidance-monitoring displays

for the crew, P67 is the terminal portion of all entry trajectories. The guidance
steers the CM to the landing site by generating the desired lift directfion based on

“perturbations away from an onboard stored reference trajectory, The guidance
also prevents the load factor from exceeding 8g. Whenthe relative velocitydecreases
10 1000 ft/sec, the guidance ceases to generate new steering commands, but maintains
the most recent value for the CM terminal roll attitude, P67 is terminated at crew
option following drogue-chute deployment, although for telemetering coverage,

termination is delayed as long as possible,

C.5 Lunar-Landing Guidance and Navigation

One of the most important phases of the Apollo mission is the guidance and
navigation of the Lunar Moduleduring thedeceleration maneuvers prior to touchdown
on the lunar surface. This section discusses the guidance and navigation capabilities
onboard the LLM for this powered—laﬁding phase, which is presented in the context

of the complete mission in Section 2,2,2,7,

The basic functionof f_he LM guidance and navigation systems during powered
landing is to take the spacecraft from a nominal initial altitude of about 50,000 ft
and a velocity of approximately 5600 ft/sec and safely land it at an assigned site on
the moon with virtually zero touchdown velocity. Several conditions and constraints

govern the means by which the powered landing is accomplished:

a, The Descent Propulsion System (DPS) propellant must be utilized in
an efficient manner, i,e., the required velocity increment should be
as small as possible, '
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b.  The selected landing site must be visible to the astronaut through
the window of the LM for atime interval of at least 75 secimmediately
prior to touchdown., '

c. New state-vector estimates and steering commands for the LM cannot
be obtained more frequently than once every 2 sec,

d, The DPS must be operated either at a fixed high-throttle setting (close
to maximum thrust) or as a continuously-throttleable engine over a
limited range of lower throttle settings—with the direction of applied
thrust essentially parallel to the longitudinal axis of the LM,

e. The astronaut must have the capability of manually' redesignating the
landing site during the interval when the site is v181b1e (Conditions
prevailing at 500-ft altitude must be ''comfortable' such that manual
takeover can be accomplished with ease.)

The navigation and guidance systems each perform different functions du’ring’
the powered 1énding maneuver, as indicated in Fig., C.5-1, The navigation system.
basicallydetermines (estimates) the state of the vehicle, i.e., its position and velocity.
The guidance system uses the navigation information to compute specific-forcé
commands for use in steering the vehicle, The following two parts of this section
describe the guidance and navigation systems which enable the LM to accomplish

the stated objectives during the powered-landing maneuver.
C.5.1 Guidance System Description

‘The missioh requirements of efficient fuel utilizationand a 75-sec landing-site
visibility interval during the powered-landing maneuver are in direct conflict. For
best fuel managerr’;.eht during the-powered maneuver, the Descent Propulsion System
should be operated at the largest permissible thrust level, With the thrust direction
slightly above the local horizontal. For theastronaut to have visibility of the landing
site through the LM windbw, however, thé longitudinal axis of the vehicle (and hence,
the thrust direction) inust be in a nearly vertical orientation, Continuous throttle
control is required during the final part of the landing maneuver, moreover, to
properly shape the trajectory (to meet visibility requirements) and to achieve the

desired terminal conditions (p051t10n and velocity) at touchdown,

To accomplish these objectives in an efficient manner, the landing maneuver

is divided into three major phases, as indicated .in Fig. C.5-2, For convenience
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these three phases are referred to as the "braking" and "visibility" phases, and
the terminal-descent (hover) maneuver, The major deceleration of the vehicle is
accomplished during the braking phase, which is typically about 470 sec in duration,
- The braking phase is the longest with respect to time and range covered. The
major objective of this phase is to establish the desired initial altitude and velocity
conditions for the following visibility phase within efficient propellant usage limits;
the bulk of the spacecraft's orbital velocity is removed during the braking phase,
The visibility (approach) phaseis designed such that the commanded vehicle attitude
at reduced engine-throttle setting allows the astronaut to view the landing area for
the first time. During this second phase the astronaut can—if he so desires—
redeSignate the landing site toward which the GN&C System is controlling the Lunar
Module. A furthur objective of the visibility phase is to establish and maintain a
trajectofy from which the astronaut can easily take over control when he desires,
‘During the third and final terminal-descent phase, the astronaut manually controls
the LM through the final vertical descent to lunar touchdown., For convenience, the
braking-phase terminal point is referred to as the "High-Gate"* point, and the
visibility-phase terminal point is called the "Low-Gate'" point, The terminal point

for the hover is, of course, the landing site,

The guidance system solves the powered-landing guidance problem essentially
as successive two-point boundary-value guidance problems, Firstof all, the guidance
system executes analgorithm which determines the exact time and spacecraftattitude
required at ignition, Ignition nominally occurs at the periapsis of the prior orbit,
The spacecraft is maneuvered to that desired attitude and 35 sec prior to lighting
the engine, the DSKY is blanked for five sec to notify the astronaut that everything
is proceeding smoothly, Ullage is commanded for 75 sec prior to ignition—the
beginning of the braking phase, For 26 sec the engine operates at minimum thrust,

about 12 percent of the engine's rated thrust of 10,500 pounds,

&3

*The "target" for the braking phase lies very near the lunar surface, projected
forward about 62 sec past High Gate, but the phase actually ends at High Gate, The
reason for avoiding the designated target (other than the obvious intersection with
~ the lunar terrain) is that as time approaches zero with the guidance equations, the
gain of the guidance equations approaches infinity, To avoid that gain variation,
the targets of the braking phase are projected about a minute downstream from the
desired braking-phase terminus, For the same reason, the target for the visibility
phase lies some 10 sec beyond Low Gate. _
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With sufficient propellant, the guidance can permit substantial landing-site
redesignation; as much as 7000 ft forward or to either side, or about 4500 ft backward,
The guidance system requires no fixed landing site and indeed provides a relatively
gentle standard approach to Low Gate whether the landing site has been redesignated

or not,

Nominally, the descen‘g' trajectory is planar; however, redesignation results
inanonplanar trajectory, Thedescenttrajectoryduring both the brakingand visibility
phases is provided by a vector 'polynominal which determines a three-dimensional
line in space. '

During almost the entlre visibility phase the guldance system mamtams
spacecraft attitude so that the landing site nearly coincides with the reticle (Landing
- Point Designator) etched on the Lunar Module window; the computer displays on-
the DSKY a number which 1nforms the astronaut where along this reticle to lock to

see where the computer is taking h1m

When the Low-Gate aim conditions have been met, the Lunar Module begins
the so-called terminal-descent maneuver, which isnearly vertical. The point where
this maneuver is started is dependent upon mlssmn ground rules, crew optlon and

‘the erasable load prov1ded for the specific mission,

The terminal-descent program in Apollo 11 and 12 automatically nulled the
horizontal compgnents of velocity and provided a 3 ft/sec rate of descent, In Apollo
13 and subsequent flights, the astronaut must specify the rate of descent by means
of hisrate-of-descent (ROD) controller; thereisalsoan attitude~hold mode in which
spacecraft attitude (and hence horizontal vé_loéity) can be manually controlled—not

necessarily nulled—to provide the desired translation across the lunar terrain,

The fuel allo‘trnent of the DPS provides for hovering immediately prior to
touchdown, If the spacecraft does not enter this terminai descent phase, an abort

is initiated on the ascent stage (see the next section of this Appendix),
Thrust magnifude and orientation time histories are shown in Fig, C,5-3 for

a typical simulated landing trajectory. As can be seen, the throttle is operated at

maximum thrust for most of the braking phase, During this period the DPS is
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oriented along the direction of the command specific force even though, due to
* ; 0

limitations , the throttle cannot follow the thrust command, The DPS is operated

thereafter in the continuously-throttleable range between 12 and 58 percent of

maximum thrust,

C.5.2 Navigation System Description
s
The navigation concept used by the LM GNC&S controls the brakingand visibility
phases of the lunar-landing maneuver and then continues to provide altitude and
\}elocity'data to the astronaut in the final hover phase. This approach empldys an
inertial navigation system updated by a doppler landing radar, . The first three to
four minutes of the braking phase is com pletely controlled by the ineéti‘al navigation
system, When the altitude has decreased.'to between 40,000 and 30,000 ft, as
-illustrated in Fig, C.5-2 for the Apollo 11 mission, the landing radar is activated
and initial altitude updatesare accepted by the navigation system, When the velocity
has decreased to less than 2000 ft/séc landing-radar velocit?y corrections are next
incorporated, It is important that the landing radar altitude and velocity updates
be achieved during the braking phase for two reasons: first, to guarantee a safe
altitude condition at the start of the approach phase, and second, to make the major
trajectory changes before the visibility phase, so that the commanded vehicle altitude
will be relatively free of control transients during. this second phase, thus allowing
the astronaut to visually determine and evaluate the landing area and have time to
redesignate the landing site, if necessary. The Visibﬂi{y phase lasts oniy 100 sec
or less, so major navigation—updéte changes resulting in large commanded vehicle
attitude changes are undesirable,

The landing-radar sensor used to update the inertial navigation system during
the landing maneuver is a four-beam doppler radar with the beam configuration
shown in Fig, C.5-4. Three beams are used, for velocity determination and one for
range. The landing radar antenna is mounted at the base of the LM descent stage
and can be oriented in one of two fixed p051t10ns The first antenna p031t10n is

used during the brakmg phase when the vehicle attitude is essentlally horizontal,

Due to a hard mechanical stop, the engine is incapable of delivering more than 94
percent of the rated thrust,
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and the second is used in the approach and landing phases as the LM orientation

nears a vertical attitude.

The navigation problem during the powered landing iséignificantly different
from that during the coasting cislunar and rendezvous navigation phases discussed
in Appendix A, In addition to gravitational forces, a large thrust acceleration acts
onthe vehicle atall timesduring the landing maneuver, Another significant difference
is that the guidance system controlling the vehicle thrust and attitude continuously
usesnavigation data throughouf the maneuver, as opposed to the intermittent updates
maneuvers typical for cislunar and rendezvous phases. Despite these major
differences, the general navigation concept used during landing is very similar to

that used during coasting phases. L '
A simplified 1anding navigation and control functional diagram is illustrated
~in Fig. C.5-9. During the landing maneuver, the inertial measurement unit is active
at all times and provides the specific force data necessary for extrapolation of the
state-vector estimates; During the initial part of the braking phase, the IMU is the
only navigation sensor employed, and the estimated vehicle-state vector is used to
command required véhicle attitudesand and engine throttle levels so that the desired
terminal conditions for the mission phase are achieved. When the landing radar is
activated later in the braking phase, the vehicle altitude above the lunar surface is
estimated inthe computer and then compared with the landing-radar measured range
data converted t'o altitude, The difference between these two parameters is
automatically checked in a landing radar (LR) data test to verify that the LR is
operating normally. If the data cheék satisfactorily, a correction term is computed
by applying a precomputed weighting factor to the altitude difference*, as shown ir
Fig. C.5-5, This correction is then used to update the state-vector estimate and
to correct the landing trajectory in the next guidance-_equation computation cycle.
After velocity lock-on is achieved by the LR at a lower altitude and velocity, &
similar operation is conducted for velocity updates to the state vector. When both
altitude and velocityupdating are being done, the navigation-measurem ent data from
the LR are controlled by the onboard computer, Altitude is updated every two sec,

and each component of velocity every six sec. '

* : '

If the LR data test is failed a given consecutive number of times, the DSKY alerts
the astronaut to this fact; he can force acceptance of the rejected data should he
desire, but this option would not normally be used. :
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With reference to Fig, C.5-5, it should be noted that LR measurement data
are used to update only four of the six components of the estimated state vector,
i.e., altitude and the three velocity components, The down-range and cross- -track
position estimation errors are not updated by LR measurements, The astronaut
can correct these two horizontal- plane p051t10n errors during the v1s1b111ty phase
by incrementally retargeting the guidance equations. In this operation, the landing
site to which the GN&CS is controlhng the vehicle is displayed to the astronaut by
a DSKY number. referenced to a grid pattern on the LM window, As previously
mentloned it is important that the major altitude and velocity corrections to the
state vector be completed before the v181b111ty phase so that the astronaut can
effectively assess the landing area and correct the cross- track and down-range

deviations, if required, -

The weighting functionsused to compute the stat.e-vector updates in Fig. C.5-5.
are significantly different from the time- varying statistical weighting functions used
in the cislunar and rendezvous namgatlon phases, These powered-landing weighting
functions are linear approximations to the statistical optimum navigation- fﬂter
weighting functions based upon inertial and LR sensor accuracies, lunar terram
uncertainties, and measurement bias errors. Since computatlon ’ume is a critical
parameter during thelanding maneuver, the LR weighting functions are precom puted
and stored., The altitude weighting functlon is a linear function relative to estimated
altitude. Since altitude updates are typically started some 90 nmi from the landmg
site, lunar terrain altitude variations relative to the landing site were important
factor in shaping this function. ‘The velocity Welghtmg function is linearized with
respect to estimated velocity; itistruncated to fixed small valuesat the low- velocity
conditions to minimize commanded attitude changes during the more critical terminal
phases of thelanding maneuver, and to avoid 1ncorporat1ng 1arge LR velomty updates
in the velocity region where LR dropouts can occur due to near- Zero veloc:lty
conditions along various radar beams. The LR measurement weighting functions
areuncoupled or noncorrelated with anymeasurement direction other than that along
whichthe LR measurement is being made. Whereas correlationin the navigation-up-
date weighting functmns is very important in the ‘cislunar and rendezvous nav1gat10n
concepts, it is' intentionally avoided in the landing maneuver navigation since
implementation of such a correlation function was not considered practical due to
modeling uncertainties and G&N system computation time limitations in the landing

maneuver,
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Several important differences exist between the operations of power-landing
navigation and those of cislunar and rendezvous navigation, First, the state-vector
updating procedure and monitoring in powered landing is completely automatic, sin‘ce
thenavigationistime-critical. Next, thenavigation-measurement weighting function
used for the landing navigation is a precomputed linearized approximation to a
statistically optimum weighting function, and is uncorrelated between state-vector
components., Finally, the landing—navigation function updates only four of the six
state-vector components, and the astronaut is required to manually correct the
remammg horizontal position dev1at10ns durmg the final two phases of the landing

maneuver,

C.6 Lunar Ascent and Abort Guidance V -

Once the Lunar Module has separated from the Cemmand Module for thedescent -
to the lunar surface, a means must exist for the LM to ascend back into a parking
orbit preparatory to the rendezvous and docking of the two spacecraft In the context
of the Apollo mission, the ascent can occur in the planned circumstance, after a
safe touchdown on the lunar surface; or in-the unplanned circumstance, when an
emergency situation exists, Whether the ascent be neminal or abort, the guidance
equations which determine the ascent maneuvers are identical; only the initial

conditions fed into the guidance equ_atio_ns are different,

By definition, nominal ascent can occur only after the crew of the LM has
signalled to the computer an "acceptable' landing on the surface, By extension,
nominal ascent guidance is the program used for any ascent from the lunar surface
after an acceptable landing—evenif an emergency ascent is deemed necessary prior
to the planned time of liftoff,

Also by definition, anabort guidance programisused for ascent in two general
situations: (1) when an emergency develops during descent, prior to touchdown on
the lunar surface; and (2) when the crew does not acknowledge the touchdown as

acceptable, choosing instead to ascend as quickly as possible.
The ascent and abort guidance programs are essentially open loop, in that

they receive no positional updates from navigation. The programs perform their

guidance function exclusively from signalsreceived from the Lunar Module's Inertial
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Measurement Unit, Initialization for ascent tothe required parking orbitisdependent

upon prevailing conditions.

On the basis of the initial conditions, the computer determines which of the
LM's propulsion systems will be employed duringascent. Two systemsare available,
and either or both may be endployed for a particular ascent—depending, of course,
on the fuel available in each qhd the estimated fuel which will be required to reach
the planned parking orbit. The Ascent Propulsion System (APS) is used alone for
anascent from the lunar surface or for én abort occurring véry close to touchdown.,
The Descent Propulsion System (DPS) is used alone only when its remaining fuel
volume is sufficient to propel the LM into the parking orbit—up to about 300 sec
into the braking phase of the lunar descent. When an abort ié called at a later
time, the DPS will be flown to depletion;'.parking-orbit injection will then be
~accomplished using either the APS or the RCS, vThe foregoing procedures must, of-

course, be modified should the abort be caused by a propulsion-system failure.-

A flag (LETABORT) internal to the lunar descent programs permits aborts
to be called once the lunar programs have been activated. Throughout the descent
phase, the crew can call up abort guidance; this remains true until after touchdown,
Once the crew decides that a safe landing has occurred and that surface Operatibns
can commence, they confirm it to the AGC by calling the lunar-surface program,.
which cancels the LETABORT—and leaves the nominal ascent program as the solé_
means of achieving ascent, | -

- In a nominal ascent, the target of the ascent is planned well ahead of time,
based on the state vector of the orbiting Command Module. The LM must lift off
the lunar surface at such a time and with suc‘h velocity that it will insert into a
parking orbit with a favorable position and velocity relative to the CM. Knowing
the state vector of the Command Module, jthe ascent program selects the broper
liftoff time, . '

Initialization for an ascent from the lunaf surface is straightforward because
itis knowninadvance., But initialization for an abort during descent is-quite involved
because neither the hecessity nor the time of an abort can be known in advance. In
addition, the phase angle~the angular relationship between the LM and the CM—at

the time of the abort is equally unknown and must be estimated at initialization.
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Consequently a variable targeting system must be employed for an abort, based
upon the past informationof the CM statevector and an estimate of the LM's current

position.

Initialization establishes the initial conditions, sets up initial displays, decide
on which targets to use, and'brings up the guidance equations into the servicer
loop. In all three ascent prqgrams, the initialization routine does this by putting
an address into an erasable location toward which the end of the servicer routine
goes and which it recognizes as an address; the routine theﬁ continues on with the
gﬁidance'. '

Abort initialization alsb establishes the parking-orbit injéctio"n“in the radial
and cross-range directions, (With a fixed-thrust engine, if these two positional
_components are controlled, the third.compOnentédown-range position—is indirectly .
controlled.) Depending on the propulsion system which is used to begin an abort,
two abort guidance programs are available, The descent abort program begins
with the DPS, and the abort- stage program uses only the APS,

Nomatter which ascent program is called, once the ini’;ializatior_l of the program

is completed, the initialization routine simply slips out of the loop.

The ascent trajectory for either a nominal launch or an abort is preplannedi
the LM thruststoavertical ascent for about 0,8 sec, affer'which it beginsa pitt:h'—over
maneuver and acgeptsnewdata from the IMU, The importance of the 0.8-secvertival
ascent becomes apparent in the case where, upon touchdown on a boulder-strewn

surface, the LM hegins to topple or if, during descent, the LM begins to tumble,

Once‘ the guidance equations take over §ontr01 of the program, they produce a
commanded thrust vector based on the inertial platform's accelerometer readings
and the newly-inputted CM state vector, The'thrust-véctor components are converted
into changes in thé CDU angles by a subroutine called YFINDCDUW; these angles
are then transmi‘tted. to the Digital Autopilot.‘ Thus, the LM DAP is the control

system during either nominal or abort ascent,

Ascent into the parking orbit required for rendezvous ends when the target

velocity commanded (in radial and cross-range positions) is achieved parallel to
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the plane of the Command Module orbit, At that point, the rendezvous porgrams
take over, ‘

C.7 FINDCDUW — A LM Powered-Flight Guidance/Autopilot Interface Routine

As explained in the previous sections of this Appendix, the LM navigation and
guldance systems perform complementary functions during the powered-flight
maneuvers, Basically, navigation estimates the position and velocity of the Lunar
Module, 'and guidance uses this information to compute the commands needed to
steer the vehicle, The guidance-system commands are computed- in terms of thrust
vectors and must be translated into angular commands to be accepted by the LM
DAP. The routine devised to accomplish this conversion is called FINDCDUW
-(The "W'" in FINDCDUW represents wmdow control"', '

Specifically, FINDCDUW aligns the LM thrust vector with the commanded
direction during powered maneuvers and aligns the reticle in the window in fhe
direction commanded by the guidance elevations. During descent, the reticle is
aligned with the landing site; during ascent, it is aligned in the forward direction of

motion,

FINDCDUW receives from the guidance program thrust and Window-pointing
commands which;determine a required spacecraft attitude, Gimbal-angle changes
corresponding tothisattitude are computed and limited in magnitude to the maximum
which may be commanded in one' guidance- program computation period (20 deg in 2
sec), The limited gimbal-angle commands are then divided into 20 increments,
each one of which is equal to the change Wh1ch can be expected in one DAP cycle
(0.1 sec). Finally, the gimbal-angle increments are sent to the autopilot, along with
the corresponding afttitude-rate commands and a bias angle whose magnitude is
computed from the ~‘commanded rates and the control authority., The bias angle is
utilized to smooth' transient behavior in the autopilot, All of these constraints upon
the autopilot commands result ina continuous, rate-limited attitude profile extending

over whatever duration is required to complete the maneuver.,
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There is further constraint imposed upon the angle of the middle gimbal to
avoid gimbal lock*. Provided the middle gimbal angle is not initially in gimbal
lock, and provided the combination of input commands does not yield a terminal
attitude in gimbal lock, FINDCDUW renders it impossible to pass through gimbal
lock by constraining the middle gimbal angle to the range between its initial and
terminal values. Furthermore, by avoiding gimbal lock, FINDCDUW makes the
GN&CS abort guidance not dependent upon manual intervention., Other schemes for

gim bal-lock avoidance produce similar outcomes, but are computationally lessdirect.

>kA three-degree-of freedom gimbal system such as the one used on the Apollo IMU
can cause problems due to a phenomenon called "gimbal lock", Gimbal lock occurs
when the IMU's outer axis becomes parallel to its inner axis, In this position, all
three axes of gimbal freedom lie in a plane, and no axis is in a direction to absorb
instantaneously rotation about an axis perpendicular to this plane. Thus, at gimbal
lock the inner stable'member can be pulled away from its inertial alignment, Even
though a three-degree-of-freedom gimbal system geometricallyallows any relative
orientalion, the required outer-gimbal angular acceleration needed at gimbal lock
to maintain stabilization exceeds servo capability, Onedirect solution to gimbal-lock
problems is to add a fourth gimbal and axis of freedom which can be driven so as
to keep the other three axes from getting near a common plane, However, the cost
in complexity and weight for a fourth gimbal is considerable., Fortunately, Apollo
IMU operationsare such that gimbal lock can generally be avoided by constraining
spacecraft motion relative to the gimbals, If just oneof these gimbal-angle changes
is constrained, the problem is entirely averted,
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APPENDIX D

MAJOR PROGRAM CAPABILITIES—
Digital Autopilots

D.1 Developmental History of the Digital Autopilots

Early in 1964, MIT was asked by NASA to determine the feasibility of
implementing digital autopilots (DAPs) in the guidance computers; - This request
~was occasioned by rather widespread and growing dissatisfaction with the degree
of flexibility offered by the analog autopilot then being employed. (By chance, a
. switchover was impending from the Block I G&N system to the Block II system,
withits enlarged computer memoryand improved electronics CDUs,) Furthermore,
it was felt that a d1g1ta1 autopilot as the primary control system, backed up by the
preexisting analog autopilot, could provide far greater mission reliability than the
analog autopilot alon.e, and that a loss of the nonredundant analog autopilot might
have meant mission failure—or worse, loss of the crew and spacecraft,

Butof the advantagestodigital control, perhapsthe greatest was the above-men-
tioned flexibility: ‘the coding effort required to modify or replace autopilot functionsv,
such as manual operational modes, could be bought more cheaply than correspoﬁding
changestoananalog system, In additidh, the ease of implementing nonlinear functions,
such as deadzones, parabolic curves and counters, reinforced the arguirnents for a
digital autopilot, Although a digital autépilot had not yet been flown in any manned
vehicle, digital controllers had been discussed in the control literature and had

been flight-tested in at 1east one unmanned guided missile,

During the sum}ner of 1964, MIT was given the go-ahead on DAP design and
implementation, Thisdecision followed MIT studies showing that digital controllers
were not only feasible, but offered improvemehts in control performance as well,
This conclusion led to the choice of the digital autopilot as the primary control

system,
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D.1.1 CSM DAPs

Control of the CSM and CSM/LM vehicles, via the CM Apollo Guidance
Computer, involves three separate DAP.s, one each for coasting flight, powered flight,
and atmospheric entry. Inaddition, the AGC onboard the Command Module provides
for takeover of Saturn steering during boost.

y

The coasting-flight DAP, which fires the Reaction Control System‘(RCS) jets
for attitude control, provided significant improvements in both performance and
flexibility over the Block I system, Thiswas achieved by a number of new featﬁres;
among them an improvement in the automatic-maneuver routine and the addition of
several manual-control modes. By early 1965, the basic RCS autopilot functions
were laid out, including phase-plane and jet-select logic, a new maneuver routine,
“and interfaces for the various manual modes, Along with the development of these
functions, sorhe additional features were implemented, such as the sharing of
rotational and translational jets during some maneuvers (e.g., ullage), and a rate
estimator employing Kalman filtering, Though the RCS DAP functions were not
optimized in a rigorous sense, a primary concern was to use as little RCS fuel as
possible for attitude maneuvers, since the fuel supply was a limited fixed quantity,
‘Throughout the design effort and even into the flights, the RCS DAP design remained
flexible to accommodate many modifications incorporated to improve the capability
and performance of the system, RCS DAP functionsarediscussed indetail in Section
D.2 below. ' o

f

For powered flight, the problem was to maneuver the vehicle according to
commands received periodically from the guidance loop. Chaﬁges are effected in
pitch and yaw by thrust=vector control (TVC), i.e., by deflecting the thrust vector
relative to the spacecraft by gimballing the Service Propulsion System engine mounted
on the Service Module; Roll control, 'Which could not be achieved with the SPS
engine, requires the use of RCS jets with attendant control logic. Because the SPS
engine-positioning‘servos are linear devices*A, the TVC loops could be designed
around linear constant-coefficient compensation filters, This design allowed

analytical determination of -‘the stability of the bending and sloshing modes, which

* :
The position and ratelimits (4.5 deg and 9.0 deg/sec, respectively) on engine motion
were large enough to ensure they would not normally be encountered.

°
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proved to be a great asset during the course; of the development. The two vehicle
configurations, CSM alone and. CSM/LM, were sufficiently different to warrant
separate TVC au’.copilot designs, Naturally, each of these DAPswent through several
iterations as better bending and slosh information became available, In fact, it
was not until the Apollo 10 mission that the final TVC DAP design was flown,
Section D,3 discusses the TVC DAP used for pitch and yaw changes and RCS roll
control during powered flight,

The Entry DAP controls vehicle attitude from CM/SM separation, occurring
about 20 minutes before atmospheric entry, through to drogue-chute deployment.
This DAP entails three automatic control modes: (1) three-axis attitude méneuver
and stabilization prior to encountering 'the atmosphere; (2) coordinated roll maneu-
~ vers in the atmosphere, which control lateral and longitudinal range ”b'}‘r rotating the
lift vector; and (3) pitch and yaw rate damping about the aerodynamically-stable
trim attitude. The first Entry DAP, which was designed off-line during the Block I
flights, was developed in an attempt to reduce the RCS fuel used in the atmospheric
roll maneuvers. This consideration wasimportant because roll maneuvers normally
used more RCS fuel than the extra-atmospheric and rate-damping modes combined,
The design was successful, and by the time the decision had beenmade to use digital
autopilots, this first Entry DAP had proved it could significantly reduce RCS fuel
usage significantly. Further improvements, especially in the phase-plane logic,
allowed even greater sav:ings, until by the first Block II flight (Apollo 7), the
atmospheric-roll maneuvers used 6n1y about one-eighth of the RCS fuel that the
Block I system would haveused, The combined performance of the guidance/autopilot
system during entry has beenexcellent, as measured by the small target miss-dis-
tances (averaging roughly one nautical mile), The Entry autopilot is discussed in
Section D .4, |

The Apollo Guidance Computer onboard the CM also includes provision for
takeover of Saturn steering during boost, should inertial reference fail in the Saturn
Instrument Unit, Until Apollo 13, takeover was provided asa manual function; more
recently anautomatic capability has beenadded. Section D,5 discusses AGC takeover

of Saturn steering.
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D.1.2 LM DAP

Thedesign of the LM DAP differed considerably from that of the CSM DAPs,
due mainly to differences in the configuration of the two vehicles, Aside from the
fact that the LM would not experience atmo-spheric flight, the major difference was
that all modes of LM coasting and powered flight, both for the descent and ascent
stages, used essentially the same basic control logic; i.e., the LM DAP had to be
far more integrated than the CSM autopilots. One of the main factors necessitating
this integrated design was that neither the descent engine nor the ascent engine
was intended to control vehicle attitude. The ascent engine was rigidly mounted,
while the descent engine could be gimballed only at the very slow fixed rate of
0.2 deg/sec. This meant that RCS jet firings would be required for attitude control
in LM powered flight as well as coasting flight, o

Given this level of integration, the individual control modes had their own
developmental histories. The state estimator, used to provide the DAP with
information on angular rates and accelerations, was first implemented as a Kalman
filter with time-varying gains, These gains were stored in tabular fashion in fixed
memory., However, early testing revealed estimation errors resulting from perturba-
tions such as propellant slosh and CDU quantization, To reduce these errors, the
estimator was changed by replacing the table of time-varying gains with several
constant gains, and introducing an additional nonlinear filter to reduce the perturbation

on the attitude measurements,

The descent-engine control system was originally designed merely to keep
the engine pointing through the vehicle center of gravity. This acceleration- nulling
mode required onlya knowledge of the vehicle's angular acceleration and the control
effectiveness of the engine, The RCS jets would then be used for attitude control.
It was soon noticed, however, that given a suitable control law, the engine's Gimbal
Trim System was capable of providing full attitude control when vehicle rates and
accelerationswere low, thus saving RCS fuel. The control law chosenwasa modified

time-optional law.
As in the CSM, the LM RCS control laws for powered or coasting flight were

based on phase-plane logic. This logic, which varies with vehicle configurations

and flight conditions, includes such features as variable switch curves, biasing of
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the deadbands, and separate firing logic for large and small phase-plane errors,

Section D.6 provides descriptions of the various functions of the LLM autopilot.

D.2 CSM Reaction Control System (RCS) Autopilot

The Reaction Control System Digital Autopilot (RCS DAP), an integral part of
the CSM GN&C System, provides automatic and manual attitude control and stabiliza-
tion and manual-translation control of the Apollo spacecraft, The autopilotisdesigned
to control four spacecraft conﬁgurations during the so-called coasting phases of
flight—CSM/SIVB, CSM/LM, CSM/LM ascent stage, and CSM alone, For the latter
three configurations, control forcesand momentsare provided by the Service Module
Reaction Control System, which employs 16 rocket thrusters mounted.in groups of

four, known as quads; for the CSM/SIVB configuration, control forces and moments
are provided by the SIVB RCS system. CSM control isachieved by jet-onand jet-off

command signals supplied to the solenoids of the thrusters,

The RCS DAP receivesand processes data from various internal and external
sources, Measurements of spacecraft attitudeare provided by the Inertial Measure-
ment Unit (IMU) th roﬁgh Coupling Data Units (CDUs), which serve as gimbal-angle
encoders, Attitude rate information is derived from these measurements, Manual
attitude commands are generated by the Rotational Hand Controller (RHC) and
interface with the computer through an input channel. The inputs are discr'e’ce'j'< in
nature, specifying\ the direction of rotation required about each of the spacecraft
axes, The Translational Hand Controller (THC) interfaces in a similar fashion and
provides translational-acceleration .é'ommands along each of the spacecraft axes,
The minimum-impulse controller (MIC) interfaces with another input ch’énnel; each
deflection of the MIC produces a single‘ short rotational impulse (14 msec) of the

SM RCS jets about the appropriate axes,

Selection of the various autopilot control modes is governed by a paﬁel switch.
Using the DSKY, the crew may also specify several autopilot control parameters,

such as angular deadbands, maneuver rates, thruster-quad status and spaceéraft-

* : '

The AGC has 15 input and output channels whose bitsare individually distinct (i.e.,
discrete). Each bit either causes or indicates a change of state, e.g., liftoff, zero
optics, SPS-engine on, RCS-jet on, etc. '
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rhass properties. Automatic attitude maneuveré are performed using internal éteer;ng
commands provided by the guidance and navigation programs and initiated by keyboard
request. In response to these steering commands, the RCS DAP issues jet-on and
jet-off commands to the Reaction Control System and generatesattitude error signals

~for display on the flight-director attitude-indicator (FDAI) error meters,

D.2.1 Modes of Operations

The RCS DAP may operate in one of three modes selected by the crew via
: *
the Command Module AGC MODE switch . These three modes can be summarized
as follows:

D.2.1.1 Free Mpde

RHC commands are treated as minimum-impulse commands, Each time the
RHC is moved out of detent, a single 14-m sec firing of the control jets results on
each of the axes commanded. If there are no RHC commands, MIC commands are
processed. If neither RHC nor MIC commands are present, the spacecraft drifts

freely.
D.2.1.2 Hold Mode

If there are no RHC commands, the vehicle is held about the attitude reached
upon switching to hold or upon termination of a manual rotation, RHC commands
override attitude hold and result in rotations at a predetermined rate on each of
the appropriate cohtrol axes for as long as the RHC remains out of detent. When
the RHC returns to detent in all three axes, all angular rates are driven to within a
deadband; attitude hold is then established about the new spacecraft attitude. In the

Hold mode, all MIC commands are ignored.

>kTHC commands are accepted in any mode and are combined with the rotation
commands whenever possible., In the event of a quad failure, however, rotation
control will assume priority over translation; i.e., translations are ignored if they
would induce rotations that could not be compensated by RHC (or automatic)
commands or if they were to cancel a desired rotation, The crew is responsible
for performing ullage with the THC and by the selection and management of
+X~-translation quads, as described below, '
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D.2,1.3 Auto Mode

If there are no RHC commands, the DAP accepts rate and attitude commands
from the guidance programsto bring the vehicletothedesired attitude at the specified
rate, RHC commands override automatic maneuvers and are interpreted as rate
commands, asin the Hold mode;, When RHC commands cease, automatic maneuvers
are not immediately resumed, but rather attitude hold is established about the new
orientation, The automatic maneuver can be resumed only by astronaut action via
the DSKY. In the absence of automatic-maneuver commands, the DAP functions
exactly as in the attitude-hold mode. In the Auto mode, as well, MIC commands

are ignored,

D.2.2 Crew Control of the RCS DAP Configuration
D.2.2.1 DSKY Operation

D.2.2.1.1 Da"ta I._;oading'

Most of the autopilot variables over which the crew has control are loaded by
means of Verb 48, which is normally executed before the DAP is turned on for the
first time and anytime thereafter when the crew wishes to change or update the
data, Verb 48 displays, successively, three nouns (only two are needed for the

RCS autopilot) for loading and verification,

Noun 46 permitstheloading of data relating to current spacecraft configurat‘i-on;
the choice of quadstobefired for X-axistranslations;the size of the angular deadb»and
for maneuvers in the Hold and Auto modes; and the specified rate for RHC activity
in the Hold and Auto modes and for automatic maneuvers supervised by a special
routine for coasting-flight attitude maneuvers, KALCMANU, In addition, Noun 46
includesinformationon jet selection for roll maneuversand on the operational status

of the quads,

~

Noun 47 allows the loading of the current weight (in pounds) of the CSM and
of the LM, The spacecraft moments of inertia and other pertinent parameters,
such as propellant loading and cg offset, are stored in the CM AGC as a function of

these keyed-in weights,
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D.2.2.1.2 Other DSKY Operations

After Verb 48 has been completed, Verb 46 may be used to establish autopilot
control of the spacecraft, If the specified configuration is CSM alone, CSM/LM, or
CSM/LM (ascent-stage only), and if the Thrust Vector Control DAP is not running,
the RCS DAP beginsinitialization, If the specified configuration is SIVB/CSM, RHC

commands are sent to the SIVB control system for manual rate control.

Verb 49 callsup R62, aroutine that permits the crew to specify a final vehicle
attitude, Thisattitude can be achieved by means of an attitude maneuver supervised
by the special routine, KALCMANU,

Routine 61, the tracking-attitude routine, provides the RCS DAP with the
information required to automatically track the LM during rendezvous navigation,

~Whenever R61 requires an attitude maneuver resulting in any gimbal-angle change
of 10 deg or more, it will, after an appropriate interval, check a flagbit and, if

appropriate, call the attitude-maneuver routine, R60,

Verb 79 calls R64, the barbecue-mode routine which is closely related to
utilization of the RCS autopilot, R64 enablesthe crewto perform (1) passive thermal
control, a rbll about the X-axis of the stable member; (2) an orbital rate-drive
procedure about the Y stable-member axis; and (3) deadband changing without the
requirement for direct erasable loading, With Noun 16, the astronaut informs the
computer of the time (ground-elapsed time) at which he wishes the X- or Y-axis
maneuvers to begin. For that maneuver Noun 79 displays the commanded rate, the
RCS DAP deadband, and the stable-member axis about which the maneuver will

occur,
D.2.2.2 Attitude-Error Displays

The RCS autopiiot generates three types of attitude erroré for display on the

FDAI error meters, all of which are updated every 200 msec,

Mode 1 displays autopilot phase-plane errors as a monitor of the RCS DAP

and its ability to track automatic-steering commands, In this mode, the display is

zeroed when the MODE switch is placed in the Free position,
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Mode 2 displays total attitude errorstoassist thecrew in manually maneuvering
the spacecraft to the spacecraft attitude (gimbal angles) specified in Noun 22, The
attitude errors with respect to theseanglesand the current CDU angles are resolved

into RCS control axes.

Mode 3 displays total astronaut attitude errors with respect'to the spacecraft
attitude (gimbal angles) in Noun 17 to assist the crew in manually maneuvering the
spacecraft, The attitude errors with respect to these angles and the current CDU

angles are resolved into RCS control axes.

D.2.3 RCS DAP Implementation
The RCS autopilot was designed to perform a number of functibns during a

mission:

a. Attitude hold and stabilization
b. Automatic maneuvering, including
(1) large-angle spacecraft reorientations
(2) automatic tracking of the LM
(3) passive thermal control
(4) orbital-rate drive
c. Manual attitude-rate control

d. Manual rotational minimum-impulse control
D.2.3.1 Attitude Hold and Stabilization

The RCS autopilot is formulated as a sample data system which, in the
attitude-hold mode, attempts to null the computed set of body-attitude errors and
the spacecraft angular velocity, Figure D.2-1 depicts the logic of this RCS mode.
The input to the attitude-hold logic is a set of reference angles corresponding to
the desired outer-, inner-, and middle-IMU gimbal angles. In addition to computing
estimated body rates, during each 0.1-sec sampling interval, the DAP compares
these desired angles with current CDU aﬁgleso These rates are derived from
IMU-gimbal-angledifferences, whichare transformed into corresponding body-angle
differences and smoothed by a second-order filter, - For greater accuracy, the

commaﬁded angular acceleration of the RCS jets is included in the computation.

oNnA



SIS0 PTOH-2PMINY SOY WSD Jo WweaSerq [euonoun 1=z ‘d o4nsLd

)

>l W =21 0O ey a1

%
Y. N
" 330013 v
=
‘m
\Y%
INV1d 3SVHJ | .
21901 ONIWIL — /* _ ﬁ ”_
- S mum_uw_zm..l anv i I < [ S3XV TOILNOD =
NOID313s 13r| f1 |24 - + N | Ho=| ol waoisnval
fm 6 mm:oz<
v _ EWINEREEEE
1 | . | | 1011401NY
SNOILVISNVY L SANVWWOD
2 SNOILVLOY NOILVISNVL

13v¥230VdS



As a function of the attitude error and the attitude rate, nonlinear switching logic
(phase-plane 1ogi.c) is used to generate RCS jet-on times, indicating the required
polarity and duration of the thruster torque for each control -axis, A jet-selection
logic combines the rotation commands with the translation commands from the THC

and selects the individual jets to be fired,
D.2.3.2 Automatic Maneuvering

The RCS autopilot can perform several different types of automatic rotations.
Figure D,2-2 is a functional diagram of the automatic-control logic, The first of
the automatic rotations is the ability to perform large-angle reorientations of the
‘spacecraft, as required for main-engine (SPS) thrust-axis alignments prior to
powered-flight thrusting maneuvers, A speéial steering routine perforrﬁs these
‘maneuvers in a fuel-efficient manner, The RCS DAP can also orient the CSM such
that the LM is continuously within the optics field-of-view during rendezvous
navigation, In addition, the autopilot can be used to establish the thermal-balancing
roll rotation required to maintain uniform solar heating of the spacecraft during
extended periods of drifting flight, The autopilot can be used to produce a rotation
at an astronaut-specified rate about the Y stable-member axis, In earth and lunar
orbit, if the Y stable-member axis is aligned normal to the orbital plane and if the
specified rate corresponds to orbital rate, this capability provides a pseudo-local-

vertical tracking mode,
D.2.3.3 Manual Attitude-Rate Control

The Rotational Hand Controller interfaces with the computer by means of
discrete inputs which indicate a positive, hegative, or zero rotation command for
each control axis, in accordance with the duration of RHC deflection and some
phase-plane switchiﬁg logic, With rate-command control, the RCS autopilot causes
a vehicle attitude rate to be generated inresponse to these commands, Themagnitude
of the command rates is specified by the astronaut in the gutopilot data-load
procedures (see Section D.2.2.1.1), Four rates are available for selection: 2.0,
0.5, 0.2 and 0.05 deg/sec,  Figure D.2-3 provides the logic for RCS manual-rate

control,
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D.2.3.4 Manual Rotational Minimum Impulse Control

With manual rotational minimum-impulse control, a deflection of the MIC or
the RHC at the navigation station produces small rotational commands to the RCS
jets about each of the commanded axes, Each time the controller is deflected, the
autopilot generates a jet-on cofnmand which lasts for 14 msec, thereby producing a
small change in the spacecraft angular velocity about the appropriate axis., No
other control actionis takenuntil the controllerisagain deflected to produce another
minimum impulse. This control is particularly useful for navigation sightings using

the onboard sextant.
D.2.4 Restart Behavior of the RCS DAP ' .

Should a restart occur during RCS DAP operation, any jets that happen to be
on will be tLU:"l’led off, and reinitializétion of the RCS DAP will be scheduled. This
reinitialization is the same as the initialization caused by RCS-DAP turn-on using
Verb 46, with the exception that the attitude reference angles are not changed.
Automatic maneuvers governed by R60 thal werein progressat the timeof a restart
will not automatically be resumed; rather, attitude hold will be established following

reinitialization; automatic maneuver can be resumed by appropriate DSKY action,

D.3 CSM Thrust Vector Control (TVC) Autopilot

D.3.1 Summary Description

During powered-flight, the pitch and yaw control of the spacecraft is achieved
through the deflection of a gimballed engine of the CSM Service Propulsion System.
Attitude control about the roll axis is provided by the Reaction Control System jets,
The computation of gimbal-éervo commandsinresponse to computed errors between
commanded and measured attitudes is the function of the Thrust Vector Control

Digital Autopilot, implemented in the Apollo Guidance Computer onboard the CM,
D.3.1.1 TVC Pitch and Yaw Control
The following is a sufnmary outline. of TVC pitch and yaw control: (Fig-

ure D. 3-1 is a functional block diagram of the TVC pitch and yaw control.)
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The AGC steering-loop computations generate incremental attitude commands

in inertial coordinates and transform them into body coordinates,

A CDU measures and digitizes the gimbal angles of the IMU and transmits
this information to the AGC, where they are stored ina CDU register, The CDU
register is sampled regularly by the DAP pfogram which back-differences the CDU
angles to obtain the incremental changes over each sampling interval, The CDU
increments over each sampling interval are then transformed into body coordinates
and subtracted from the commanded increments generated by the steering program,
The resultant differences are summed and represent attitude errors, expressed in
body coordinates. The respective attitude errors are fed to the pitch and yaw
compensation filters, whose outputs, together with estimated trim signals, are the
commands to the engine-gimbal servos in pitch and yaw, The compensated signals
control rapid transients and determine system pandwidth and the stabilify of the
vehicle slosh and bending,

The CSM/LM DAP has two compensation filters, First is a high-bandwidth
filter which stabilizes transientsat engineignitionand slosh for the nominal bending
effects and propellant loading expected during a lunar mission; this high bandwidth
isachieved, however, at a very slight expense to the sloéh-stability margin, Second
is a low-bandwidth filter which provides poorer transient response, but stabilizes
slosh for all propellant loadings, The autopilot begins a TVC burn in the high-band-
width mode, and remains in that mode unless the astronaut initiates a switchover
to the low-bandwidth mode, Toretain the maximum advantage of the high-bandwidth
filter, this switchover is performed only in the highly improbable case when an
observed slosh instability leads to excessive engine oscillations. In the undocked
CSM, where bending and slosh are less problematic, the DAP can utilize an even

higher-bandwidth filter with considerable success,

As shown in Fig, D.3-2, the command signal to each engine-gimbal servo is
comprised of the compensation-filter output and a bias (or trim) from a Thrust
Misalignment Correction (TMC) loop. This loop trims the compensated command
such thata zerooutput from the compensation filter will still cause the thrust vector
to pass exactly through the center of gravity (cg), when there is no cg movemeﬁt

and no motion of the thrust vector relative to the commanded angle.
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The two major elements of the TMC loop are its summing register, which
supplies the bias, and itslow-pass filter, DELFILTER, which tracks the total command
signal at autopilot sampling frequencies, The difference between the bias and the

'DELFILTER output is slowly integrated to correct for thrust-to-cg misalignment,
This action is roughly equivalent to inserting a proportional-plus-integral transfer
function between the compensation filter and the total command signal. The TMC
loop is designed so that its dynamics have no effect on the vehicle bending and

slosh modes and very little effect on the rigid-body stability.

" The TMC summing register and DELFILTER are initialized at the beginning
of a TVC burn by the astronaut. Later the summing register is reinitialized to
implement a so-called one-shot correction, .

In the case of the CSM DAP, the TMC summing register is not incremented
until a one-shot correctionis made 3 sec after engineignition; this one-shot correction
adds to the contents of the register twice the change which has occurred in the
DELFILTER output (th. factor of two being required to compensate for the transient
lag of DELFILTER), Following this corr‘ection, the TMC summing register is

incremented every 0.5 sec, as shown in Fig, D.3-2,

The CSM/LM DAP incrementsthe TMC summing register from the beginning
of the burn., However, the summing register is reinitialized in the event of a
low-bandwidth switchover to the current value of DELFILTER (based on the
assumption that the switchover occurs beyond the initial transient of DELFILTER).
At switchover, the low-bandwidth filter is zeroed, so that the entire burden of supplying
the servo command is shifted to the TMC summing register. Following switchover,
the TMC loop continues to operate with the same gain, sampling frequencies and
DELFILTER time constant, ‘

The operation of the TVC DAP cannot be considered separately from that of
the steering loop which interacts with the autopilot. The steering-loop operations
are shown in Fig, D.3-1 for the case of External AV guidance (see Section C.1.2.5).
This form of guidance—which has been used for the SPS burns in all the lunar
missions to date—is based on achieving a commanded velocity change, AVC, which
is specified prior to each burn, This desired velocity change is inserted into the

steering program as an initial value of the computed velocity-to-be-gained vector,

213



VG’ which is computed in inertially-fixed basic reference coordinates., The Vé
vector is reduced during the course of the burn by subtracting theaccelerometer-mea-
sured increments, AV, The AV increments are computed at 2-sec 1ntervals by
summing the accelerometer pulses accumulated over these intervals, and by
transforming the resulting vector components from IMU coordinates to basic
reference coordinates, = The purpose of the steering loop is to align the vehicle
thrust vector with the current velocity-to-be-gained vector. This is achieved by
commanding a vehicle-tﬁrniﬁ}g rate which is proportional to the normalized cross-
product of these two vectors. This cross product is computed in basic reference
coordinates and transformed into body coordinates every 2 sec, (Section C.1.2.1
discusses cross-product steering for powered-flight guidance.,) o ’
The pitch-and yaw-axis components of the vector cross-product are multipliéd
by a pl_"oportionalify constant, Ksteer’ to obtain the commanded rates about these
axes—and are multiplied by the autopilot sampling frequency, T, to obtain attitude-
command increments which are supplied to the autopilot every T seconds. (Ks;teer
has three different values, employed respectlvely with the CSM DAP and the two

modes of the CSM/LM DAP.,)
D.3.1.2 TVC Roll Control

The TVC Roll DAP is designed to provide attitude and rate control about the
roll axis using the RCS jets. Its function is strictly attitude hold. The orientation
of the CSM about the roll ax1s is held within a specified deadband throughout the
burn. The outeh- gimbal angle of the IMU which is parallel to the vehicle roll
axis, isread and processed toyield approx1mate roll-attitude and roll-rate measure-
ments. A switching logic in the phase plane is then used to geﬁerate'commands to
the RCS jets. (The Roll DAP will not be described further in this report so that
adequate space can be given to the pitch and yaw autdpilots, which have the major

role in thrust vector.and velocity control.) -
D.3.2 Design Requirements of the TVC DAP
D.3.2.1 General"Design Cof_xsiderations

The primary requirement which the TVC pitch and yaw DAP programs must

fulfill is to provide, in conjunction with the -external-guidance loop, satisfactorily
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small velocity-pointing errorsat thrust cutoff.‘ The DAPsmustalso limit excﬁrsiqns
in vehicle attitude and in thrust-vector orientation to minimize propellant usage
and gimbal-servo clutch wear and to facilitate pilot monitoring. The DAP programs
must function satisfactorily with uncertaininitial conditionsand vehicle characteris-

“tics that vary during the burn, These factors are discussed below:
D.3.2.2 Initial Conditions and Time-Varying Thrust Misalignmenf

The TVC DAPswill experience several initial perturbationsatSPS engine-igni-

tion fcirhe:

a. Non-zero initial attitude errors in pitch and yaw—To avoid bending
excitation in the CSM/LM configuration, the TVC DAP ﬁéglects initial
attitude errors which could result from an ullage maneuver, In the
undocked CSM, bending is less problematic and these errors are
correctly initialized. '

b. Non-zero initial attitude rates in pitch and yaw—Off-nominal RCS-jet
performance during ullage may lead to attitude rates at SPS ignition
time of up to 1 deg/sec.

c. Initial lateral slosh-massdisplacement—TFlight resultshave shown initial
slosh-produced oscillations of up to 0.1 deg in the vehicle attitude.

d, Initial longitudinal propellant displacements (in the event of a no-ullage
ignition,)

e. Thrust—v_ector misalignment—Before thrust initiation, the AGC supplies

trim signals to the engine-gimbal servos to orient the anticipated thrust
vector through the estimated cg position. Very likely, however, some
error will-occur in the alignment. Therearetwo sources of thrust-vector
misalignment—uncertainties in the thrust-vector orientation and uncer-
tainties in the estimation of the cg position. These sources can yield a
30 misalignment angle ranging from 1.4 deg (full) to 0.98 deg (empty)
for the CSM, and 1,25 deg (full) to 0.71 deg (empty) for the CSM/LM.
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In addition, due to propellant consumption, the cg position will vary with time,
There is also a possibility of angular deflections of the thrust vector within the

nozzle, as a result of uneven erosion,

The maximum predicted rates of change in the thrust-to-cg angle for the
CSM/LM are about 0,003 deg/sec, in the pitch and yaw planes. For the CSM, the
figures are 0,0083 deg/sec in the pitch plane, and 0.014 deg/sec in the yaw plane.
Thrust-vector deflection due to nozzle erosion is estimated to be less than 0.2
deg in any 20-sec interval., The total erosion deflection over a long burn will be
within +0.3 deg.

D.3.2.3 Vehicle Characteristics -

The dynamic characteristics of the CSM/LM are sufficiently different from
those of the CSM-alone to require separate autopilot programs tailored to the
characteristics of each configuration. The three principal differences resulting

from the two spacecraft configurations are as follows:

a. Bending-mode frequencies of the CSM/LM are as low as approximately
2 Hz; bending-mode frequencies of the CSM-alone begin atapproximately
5 Hz, ' '

b, Both in the moment arm from the gimballed e'ngine to the center of
gravity and inthe vehicle moment of inertia, the two configurations differ
substantially. Thus, a given deflection of the gimballed engine of the
CSM-alone can produce as much as four times the angular acceleration
as the same deflection in the CSM/LM vehicle,

c. The fuel and oxidizer slosh behavior in the CSM/LM vehicle differs
from that in the CSM-alone because of the additional slosh masses in
the LM ténks, the effects of the increased mass and moment of inertia

of the overall vehicle, and the differences in cg location,
The stabilization of slosh and the avoidance of its excitation are of equal

importance for both vehicles. The stabilization of the bending modes and the avoidance

of their excitalion is primarily a problem in the docked CSM/LM configuration,
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D.3.2,4 Design Approach

The diécrete, quantized nature of the digital computations have not presented
any major impediments to thedesign of the TVC autopilots, The effects of quantization
“at the D/A and A/D interfaces have been found to be negligible in the cases of the
CSM and CSM/LM TVC DAPs, The effects of finite word length and fixed
decimal-point arithmetic in the Command Module AGC have been reduced to
negligible levels in these DAPs by (1) careful attention to the manner in which the
control equations are solved; (2) proper scaling of the computer variables; (3) use
of double-precision variables where required; and (4) proper attention to the manner
in which (1), (2), and (3) are combined with the selection of the sampling rates to
maximize both the linear operating range and the precision of each digital-filtering
operation, Conventional design techniques employing Z and W trza‘néforms, root
loci an'd.frequency response characteristics were found to be adequate for the design
of the TVC autopilots.

D.3.3 TVC DAP Implementation
D.3.3.1 Compensation Filters

A basic TVC autopilot program providesa generalized sixth-order filter which
consists of three cascaded second-order Asections. The CSM/LM configuration uses
all three sections; -the CSM only two. The second-order factors for the cascade
sections have been selected in such a way as to minimize the transient excursions
of the signals between sections, thus allowing these signals to be scaled to take
advantage of the available digital word lengths—and thereby minimizing the effects
of round-off errors, Generally, it has been found best to group zeros and poles.
having similar freqﬁ,encies together in the same cascade section, Where this has
not been possible (as in the CSM/LM low-bandwidth third céscade), an attempt has
been made to keep the steady-state gains of the numerator and denominator from
becoming too dissimilar, (The steady-state gain of either the numerator or the

denominator is found simply by setting z = 1 and adding the coefficient values.)
'D.3.3.1.1 Switchover from High Bandwidth to Low Bandwidth

. Inthe CSM/LM mode, provisionis made for manual switchover from the normal

high-bandwidth filter to a slower low-bandwidth filter. Once this switchover is
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commanded, the computer calls a section of coding which is designed to (1) ze;*o
the filter storage locations; (2) update the TMC summing registers with new values
of PTRIM and YTRIM based on the DELFILTER outputs; (3) load the low-bandwidth
‘coefficients from fixed memory into erasable memory; and (4) load new values fdr

the DAP gain, the TMC loop gain, and the steering gain,

No provision is made during a burn for returning to the high-bandwidth-mode
once the switchover hastaken place, Onthenext burn, however, the TVC initialization

logic reloads the high-bandwidth coefficients from erasable memory.

D.3.3.2 TVC DAP Variable Gains

The DAP éains are established initially and updated periodically using a small
routine which is called every 10 sec and computes a piecewise-linear approximation
to the curve for IAVG/TIX versus SPS propell:ant weight, Thisvalueisthenmultiplied
by the gain constant KTLX/I to obtain the TVC DAP gain, Kz‘ Consequently, the
gain relationship for the TVC DAP is given by

_KZ = (KTLX/I) (I /szx)

AVG

D.3.3.3 Trim Estimation

Three sources of trim information are provided to the TVC DAPs: (1) the
initial values of PTRIM and YTRIM from a DSKY entry prior to the first burn; (2) -
a single-shot correction shortly after ignition (for CSM only), plus repetitive
corrections during the burn (both for CSM and CSM/LM); and (3) an end-of-burn
update at the engine-off command. In addition, a one-shot trim update is made in.
the CSM/LM mode if the high-bandwidth to low-bandwidth switchover is executed.

At the time of the engine-off command, a current update of the trim estimates
is made. (This consists of picking off the pitch and yaw DELFILTER values and
loading them into the trim registers.) The basis for this final update is that, for

' CSM/LM burns of less than about 25 sec, DELFILTER tracks the actual engine
position faster than the full TMC loop—and therefore provides a better trim estimate
for the next burn, Before each burn the astronaut reviews the computer-stored
trim- values for acceptability, Ordinarily he will not alter these trims unless the

vehicle configuration has changed since the last burn.
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D.3.3.4 Restart Protection

Much of the computer logic, including that of the TVC DAP, must be protected
‘against restarts, (As discussed in Section 2.1.4.2, restarts are caused by such
events as power transients or a parity fail on a mémory-read instruction.) '

Briefly, restart protectioninvolves (1) storing the results of certain computa-
tions in temporary locations; (2) setting a flagword to indicate that the computation
is completed; and then (3) performing a copy cycle to copy the computed results
from the temporary registers into their normal registers. In this way, restarts
occurring during a cbmputation operation cause that operation to be repeated, while
_ restartsoccurring during a copy cycle require only that the copy cycle be repeated.
In the TVC DAP there are copy cycles for the pitch and yaw channels, as well as
for the DAP-related routines,

D.3.3.5 Computef Storage and Time Requirements

The total AGC memory used by the TVC DAP, including the Roll DAP, is
about 1500 words, This breaks down to 1320 words of fixed memory, 26 words of
nonsharable erasable memory (which must be preserved throughout the mission),
and 154 sharable erasable words used for scratch-pad computation and temporary
storage during TVC only. The pitch and yaw channels together require only about
500 words of fixed memory; the remaining 820 words are used by the Roll DAP and
by DAP-related logic, suéh as the TVC initialization and monitoring routines, the -
mass-properties routine, and the restart routine,

The computer time used by the TVC DAPs is as follows: for the CSM, about-
7 msec per channel per 40-msec sample, or about 35 percént of the available
computer time; and for the CSM/LM, about 8 msec per channel per 80-msec sample,
or about 20 percent of the available computer time. In addition to this, the time
required for the combined Roll DAP and monitoring operations is about 10 msec

every 0.5 sec,

D.3.3.6 Selection of Sampling Frequencies

_ The sampling frequenciesof the TVC DAPsand their associated steering loops

were selected as follows:
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The sampling frequencies employed in the compensation filters a;ld
feedback loops of the autopilots were made high enough to ensure that
none of the major bending modes of these vehicles would be subject to
the so-called "folding effect'. The CSM sampling frequency of 25 Hz
(T = 40 msec) is roughly five times the minimum bending frequency of
that vehicle, The CSM/LM sampling fréquencyof 12,5 Hz (T = 80 msec)

is about five times the minimum bending frequency of the CSM/LM,

The TMC loop's low-pass filter, DELFILTER, requires a fairly high
sampling frequency to attenuate the high-frequency components of the
eng‘ine-éervo command, It is convenient to operate this filter at the
sampling frequencies employed by the autopilot compensation filters.
The same DELFILTER coefficients are used for both autopilots. These
coefficients produce a 4-sec time constant at the CSM sampling frequency
and an 8-sec time constant at the sampling frequency of the CSM/LM,
Thesey time constants represent a compromise between the conflicting
requirements of (a) attenuation of slosh oscillations, and (b) accurate

tracking of slow variations in the servo command,

The TMC summing registerisincremented at a low sampling frequency
of 2 Hz, or approximately 12 rad/sec. This sampling frequency is
adequate for the TMC loop, whose active frequency range is below 2

rad/sec.

The steering-loop computations generate the attitude rate command (éc)
once every 2 sec—i,e,, at a sampling frequency of 0.5 Hz or about 3
rad/sec, This sampling frequency is well beyond the requirements of
the CSM and CSM/LM steering loops, whose open-loop crossover

frequencies are 0,15 rad/sec and less,

The staircase waveform of éc is smoothed by the process of generating

command increments, éCT', to be summed at each sampling period, T.

This smoothing process has been found essential for preventing an
adverse interaction between steering-loop sampling and the slosh-mode

oscillations—both of which occur in the same frequency range.
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D.3.3.7 Effects of Computational Time Delays

All computational time delays have been neglected in deriving the transfer
functions representing the autopilot and steering loops. The effects of these delays

"are examined below, -

In the case of the autopilot loop, there is a computational élelay of 3.3 msec
between the time the IMU gimbal anglesareread and the time the engine commands
are released, This delay hasanegligible effect on autopilot stability. For example,
the méximum frequency at which the delay could have been of any importance is
the 7.5 rad/sec maximum lead frequency of the CSM autopilot. At this frequency,
the computational lag produces a phase shift of only 1.4 deg.

The TMC loop hasa computational delay equal to one autopilot sampling period,
T. This delay produces a negligible effect in the low-frequency range where the
TMC loop is effective, It can be shown that the effects of this delay are so small

as to beimperceptible on the plotsof the open-loop characteristics of the autopilots,

A larger computational delay of abouf 0.4 sec occurs in the steering loop.
However, the effects of this delay are negligible in the low-frequency range, where
the steering loop interacts with the autopilot. For example, the delay has the largest
effect in the case of the CSM/LM high-bandwidth mode, where it results in the
open-loop charzcteristics being altered bylessthan 0,8 dB and 3 deg atany frequency

between 0.1 rad/sec and 0.5 rad/sec,
D.3.4 TVC DAP Operation
D.3.4.1 Pre-burn Initialization

During an SPS burn, the functioning of the TVC DAPs is automatic, but there

are several interfaces that must be properly established prior to ignition,

First, a small routine called the DAP Data Load may be called by the astronaut
several minutes or more before the burn, This routine displays such information
as (1) the masses of the CSM and LM which are used by the AGC to compute the

autopilot gains; (2) the current engine trim angles to place the thrust vector through
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the center of gravity; and (3) two ﬂagwords.which tell the computer whether the
LM is docked or not, and which of the RCS jets to use for translational and r611
thrusting. These displayed quantities may beaccepted asis, or changed by keyboard
entry if so desired. (For example, if the LM had just undocked from the CSM, the
"Command Module pilot would call up this routine and key in a new value for the
flagword that indicates the docked/undocked configuration,) V

The second important pre-burn function is the initialization of thedigital-to-an-

alog converters that transmit the pitch and yaw commands to test the SPS engine
servAosl. This initialization procedure involves zeroing the D/A converters and
energizing a relay to complete the electrical paths to the engine servos. The test
entails commanding a sequence of +2 deg deflections, both in the pitch and the yaw
gimbal servos, which the astronaut can monitor on the SPS gimbal-angle indicator
dial. Upon com‘pletion of the test, the trim values are commanded in preparation
for ignition. Should the astronaut bypass the test, the trim angleswill be commanded
directly., Thus, at the end of this gimbal-frim routine, the SPS engine will have
been aligned for ignition, and the servos will be energized and ready for the TVC

commands during the burn,

A third pre-burn activity is the ullage maneuver in which the astronaut fires
~the +X translational RCS jets for about 20 sec preceding ignition to settle the liquid
propellant in the tanks. (This maneuver is not required if the tanks are nearly
full.) ‘

D.3.4.2 Start-up Seq: ence

Following the pre-burn initialization, the TVC DAPs are started by a call
from the thrusting pr_'ogram to the TVC initialization sequence.about 0.4 sec after
theignition command, This delay is provided to accommodate for the delay between

the ignition command from the AGC and the achievement of full engine thrust,

The DAP initialization provides for all remaining TVC preparation: (1) it
Zeros thé erasables used for storing past values of the filter variables; (2) it loads
the DAP coefficients and gain, the TMC loop gain, and the steering gain; (3) it
initializes the TMC loop, the attitude-error integrators, and the DAP commands;
and _(4) it prepares the attitude-error needle display on the FDAI with a special

initialization call,
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With the initialization completed, the DAPs are ready to operate. The TVC
program provides for time-separating the pitch and yaw computations, so that the
Pitch DAP calls the Yaw DAP one-half sample period later, and vice-versa. This

separation of the two channels ensures that other computer functions (e.g., steering
| computations and telemetry) can function at their assigned rates throughouf the burn,

In conjunction with the regular cyclical operations of the Pitch and Yaw DAPs,
the DAP-monitoring routine TVCEXECUTIVE comesup at 0.5-sec intervals to: (1)
call the Roll DAP; (2) call the attitude-error needle display and provide it with an
update; (3) update the DAP variable gains at 10-sec intervals; and (4) perform the

one-shot and repetitive corrections for the TMC loop.
D.3.4.3 Shutdown Sequence

The engine-shutdown sequence originates in the thrusting program after the
steering computations predict that the time-to-go to reach thedesired cut-off velocity
is less than 4 sec, At that time the engine cut-off time is computed, allowing for
the expected thrust tail-off characteristics, Following the cut-off command from
the AGC, the TVC DAP continues to function for about 2,5 sec, after which the RCS
DAP is called in its attitude-hold mode.

D.4 CM Entry DAP

Asexplained in Section C.4, theaerodynamic-lift capabilities of the Command
Module permit a controlled-entry flight to a designated landing point, The CM is a
wingless, axially symmetric, reentry vehicle constructed with its center of gravity
displaced from theaxisof symmetry. When flying hypersonically in the atmosphere,
the CM trims with a constant low ratio of lift to drag. The sole means for perturbing
the trajectory in a controlled fashion is to roll about the wind axis (velocity vector)
with the reaction-control jets, permitting the lift vector to be pointed anywhere in
the plane perpendicular to the wind axis. The roll angle defines the orientation of
the lift vector relative to the trajectory plane—i.e,, the plane containing the wind

“axis and the position vectors, Down-range control is achieved via the component
of lift in the trajectory plane; and cross-range control via the component of lift out

of the trajectory plane,
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_ In actual flight, an Entry DAP causes the CM to roll about the wind axis so
that the actual lift direction is forced into agreement with the desired lift direction
commanded by the entry-guidance equations. This results in achieving the desired
in-plane component for down-range control. The rolling maneuver also yields an
-out-of-plane component of lift used for lateral-range control. When the cross-range
error is minimized, the lateral-lift component becomes an unwanted by-product of
the steering, and its effectis consfrained toanacceptably small value by the guidance,
which causes the CM to roll periodically so as to reverse the sign of and null the
lateral drift, Since the in-plane component is the fundamental controlled quantity—
in that it controls down-range flight—its sign normally remains unchanged during
this nulling (lateral switching) process. The restriction on the sign of the in-plane
component during lateral switching in effect requires that the CM roll through the
smaller of the two possible angles (i.e., through the so-called shortest path) during
lateral switching, The Entry DAP normally commands this type of maneuver. (In
certain instances, where such a maneuver would cause the spacecraft to fall short
of its target, the entry guidance demandsaroll through the larger of the two angles,

and accordingly informs the roll DAP.)

7 Entry DAP design is simplified by the fact that, within the atmosphere, the
CM is aerodynamically stable, Since stability is no problem, only rate dampers
are used in pitch and yaw, Furthermore, aerodynamic forces are utilized to do

most of the work during a coordinated roll,
D.4.1 Exoatmosphefic and Atmospheric Entry DAPs

The Entry autopilots are designed to perform automatically all maneuvers
for all phases-of entry flight starting with positioning the CM in the entry attitude
prior to entryinterface and continuing until drogue-chutedeployment. Such capability
requires several modes of operation, as illustrated functionally in Fig. D.4-1. The
two basic modes are exoatmospheric and atmospheric, The atmosphere is defined

to begin when the G forces acting upon the spacecraft exceed 0.05g.

In the exoatmospheric mode, the CM has three-axis attitude control based on
*
the Euler set R, S, a. The Euler set defines the angular attitude of the CM body

axes (identical to standard aircraft axes, from the pilot's viewpoint) with respect

* The Euler set is trajectory-related and independent of inertial reference,
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to a righf—handed vector triad defined as having its X axis along the negative of the
computed wind axis, and its Y axis normal to the trajectory plane, i.e., the
cross-product of wind axisand position vector, The Euler sequence is roll R about

the X axis, yaw 4 about the Z axis, and pitch a about the Y axis,

The exoatmospheric DAP maneuvers the CM from an arbitrary attitude into
a local trim attitude relative to the local wind axis (computed from the current
state vector). The maneuver is basically a pitch-over until a is about -20 deg—the

hypersonic trim angle of attack,

At the same time, the CM yaws until g goes to 0 deg. The roll angle is held
constantuntil la] becomes lessthan 45 deg, at which time the CM does a coordinated
roll maneuver about the wind axisuntil R goesto either 0 deg or 180 deg, as specified

, ‘by the crew,

A policy based on the Euler attitude-rate equations is used to drive the Euler
errors to zero, In the pitch DAP, & is considered to be equal to pitch rate, q; ac‘-a
and & are used to command the pitch (q-axis) jets, In the roll and yaw DAPs, the
attitude rates, R and ,8 , are considered to be orthogonal axes rotated through the
angle o with respect to the orthogonal axes, p and r. To decouple the roll and yaw
axes, the attitude rates,‘f{ éndﬁ.’, are assigned to the nearest jet axis, p or r.
Thus, for |a| >45 deg, the roll DAP, using R, - R and R, fires its yaw (r-axis)
jets, and the yaw DAP, using Be -8 and,B,. fires the roll (p-axis) jets, When
|al <45 deg, the roll DAP,.using R, - Rand R, fires the roll (p-axis) jets, and the
yaw DAP, using g -8 and g, fires the yaw (r-axis) jets.

Each navigation cycle, the Euler angles are computed from state-vector data,
and are compensated for computation time delay, Between the navigation cycles,
the angles are updated at eeich 0.1-sec DAP-cycle by integrating the Euler attitude
rates obtained by resolution from the CM body rates. The atmospheric mode is
selected whenever the atmospheric drag exceeds 0.05g, The CM measurement

continues as before,
The exoatmospheric DAP drives a and 8 to the commanded hypersonic-trim

values, In the atmosphere, these angles are essentially angle of attack and angle

of side slip, and the CM is controlled by orienting the lift vector. The amount of
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lift available for control purposes (i.e,, the ratio of lift to drag), is determined by
the cg location, Preflight ballast procedures ensure that the ch offset will give
the desired lift-to-drag ratio, L./D.

Within the atmosphere, aerodynamic forces tend to keep g essentially zero,
and a essentially at trim ay, SO that attitude control is required only in roll, As
the CM rolls, its X axis is constrained to roll about the wind axis at the angle .
te For both

the pitch and yaw axes, rate damping maintains pitch and yaw angular rates within

This coordinated maneuver requires that yaw rate r be equal to p‘ tan o

prescribed limits,
D.4.2 Phase-Plane Logic

The Entry DAP is, in reality, six separate digital attitude controllers—three
for the exoatmospheric mode and three for the atmospheric mode, There is some

consolidation, in that several controllers use common phase-plane logic,

Three axes of the exoatmospheric DAP operate each 0.1 sec and use ‘the
phase-plane logic of Fig., D.4-2, The X axis is attitude error, such as B4 the Y
axisisattitude rate, such asf, The biased deadzone is utilized to obtain a minimum:-
limit-cycle frequency; however, since the logic is used on a sampled basis, the
deadzone is effectively enlarged by one sample time and proportionally as shbwn, in
the lower portionof Fig, D.4-2, The logicisconstructed so that errors are reduced

at a rate between 2 deg/sec and 4 deg/sec.

The behavior of the logic is illustrated by the'uppér portion of Fig, D.4-2,
If, at the DAP szg.mple time, the error and error rate correspond to a point in the
shaded area, the indicated jet is turned on; should the point lie in the clear area,
the jet is turned off, A typical' trajectory is illustrated, and the dots represent
updates, Between DAP updates, the jets remainon, if already on, and off, if already
off,

_ : «
The foregoing DAP logic is valid for both single-ring and dual-ring thruster
operation, However, dual-ring operation uses about twice the propellant as single- '

ring, |

The CM has tviro independént sets (rings) of thrusters to provide the redundancy
necessary to assure safe operation of the jets,
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When |a| becomes less than 45 deg, the roll-axis logic changes over. to the

2-sec predictive phase-plane logic described below for the atmospheric DAP,

The atmospheric logic is such that when the pitch rate, q, exceeds 2 deg/sec
at a DAP update, the proper q jet is fifed; for yaw coordination and damping, when
the combinationr - p tan a; exceeds 2 deg/sec, the proper yaw (r-‘-axis) jet is fired,
For both pitch and yaw, if the rate is less than 2 deg/sec, the jet is turned off. As
with the exoatmospheric DAP, the jets are changed only at DAP updates.

Unlike the pitch and yaw axés, theroll axisis controlled by a 2-sec predictive
DAP, which becomes active during the exoatmospheric mode, when |a| became less
than 45 deg; thus, it is already operative when the atmosphere is encountered,
Every 2 sec during the entry phase, entry guidance provides a roll command R(':.
To do this, it examines current vehicle position and velocity and also landing-point
‘position, decides on the proper orientation of the lift vector, and generatés the
commanded roll attitude necessary to échieve that orientatign, The roll autopilot
uses the command Rc’ the present roll attitude R, and roll rate p to generate firing
times for the jet thrusters, In general, three time intervals are generated each

2 sec—two are thrust durations, and one is quiescent duration,

» The vehicle roll attitude, in response to applied roll RCS torque, ié modeled
adequately by considering only the tor.q’ue due to moment of inertia, thus permitting
use of a phase plane wherein motion can be described using only straight lines and
parabolas. The (X, V) phase pléane of Fig. D,4-3 is'used where the roll attitude
errorisX = Rc i R,and the attituderateisV = R WhentheCMis at.the commanded
attitude, both X and V are zero, Note that roll rate p is related to R by cos o in a
coordinated roll. " The inclusion of the cos o term ensures a coordinated roll such
that p—0 as X—0., The X axis is selected for the cos @ tefm; consequently, V. = p
and X = (R - R)cosca in the following discussion, This choice, though originally
made for 51mp11c1ty S0 that only the error X, depends on allowing the velocity limits
and deadzone limits to be expressed in units of body rate, is also desirable when
platform mlsahgnment is considered, In this case, as the state-vector error begins
to accumulate, errors are introduced into the indicated body-attitude angles such
that the indicated o can go ’;hrough 90 deg., In this region, the cosa in the DAP
approaches zero and turns off the roll-axis attitude control, Since, in this region,

the effect of p on indicated roll attitude R is insignificant, the DAP is not used to

.
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i

generaleroll rates, and the CM will drift at deadzone valuesof p. When ¢ increases
further, cos @ becomes nonzero, and the DAP resumes control, The sign reversal
of cos a maintains stability, When the DAP is used in the exoatmospheric mode,
inclusion of a allows a coordinated roll maneuver to be generated, even though ¢ is

.changing,

The roll phase-plane logic illustrates two important design considerations,
The first feature of the control techniqueis the use of a line of slope K to determine
the drift rateat which anerroris reduced. A fundamental and motivating advantage
of this method is that fuel consumption (AV) becomes somewhat proportional to
error, in that the CM responds rapidly to large error and more slowly to small
error, Slope K is chosen to be as small as is consistent with the rate of response
needed by the guidance during entry. Also, the straight line simplifies the equations
for the jet-firing times and also allows the DAP to follow ramp inputs efficiently
by establishing the necessary rate. The second feature of the control technique is
the construction of the predicted trajectory from the DAP update point to the origin,
using >parabolas of different acceleration, to minimize the sensitivity of the control
system toactual jet-thruster acceleration., This latter design consideration ensures

nqt only stable operation, but comparable transient response behavior—even in the

presence of a possible error of 100 percentinthe control authority. Such a contingency

could occur as follows: To allow rapid crew detection of jet failure during entry,
only one ring of thrusters is active at-a time., However, should circumstances
dictate the use of both thruster rings, the DAP is required to perform in a stable
and comparable fashion—even though it has no knowledge of whether single or dual
rings are operative, This requirement is met by imposing a hybrid phase-plane '
profile: the first thrusting interval assumes dual-ring acceleration; a nonthrusting
drift interval .follows; and then a second thrusting interval assumes single-ring

acceleration,

Figure D.4-3 is a simplified illustration of the roll logic., The prediction is
based on the typical trajectory drawn from the point X, V to the origin, Assuming
an initial acceleration a, the X-axis intercept, XD’ is obtained and is projected on
to the control line to yield the drift velocity VD° Using dual-ring acceleration, a,

‘and the velocity difference of V_, and V, the first firing time, t, is computed for the

D

+p-jet thruster. The firing time t, for the -p-jet thruster uses acceleration a,

2
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(single-ring acceleration) and velocity VD" The drift time tD is determined from
the velocity VD and the error to be covered at this velocity. The procedure is the
same for any point below the control line, For example, the point (Xl’ Vl) in the
figure yields the same XD and hence the same VD as above; however, because the

velocity correctionneeded, (V. - V), issmaller, the first firing time tl is smaller,

D
If the point (X, V) is such that (VD - V) is negative, the first burn is omitted.
If the point (X, V) liesto the right of the maximum velocity trajectory, VD is defined
to be BV (20 deg/sec) to proﬁde a roll-rate limit, Once the time intervals tl, t2
and tD are computed, ohly the first 2 sec of the trajectory are implemented. Each

subsequent 2-sec DAP update will compute a new trajectory.

Since the actual acceleration of the CM is always either a or ay, the roll

response differs from the predicted trajectory as follows:

First, consider the dual-ring response to this phase-plane logic illustrated
in Fig, D.4-4, The actual initial acceleration equals the assumed, V continues to
rise to the VD computed from the X intercept, XD’ B‘ecause of the dual-ring
acceleration, both tl and tD were computed correctly from the beginning., However,
at the point where the trajectory intersects the single-ring profile, t2 is computed
based upon half the prevailing acceleration, The trajectory goes barreling down,
butis stopped—beforeit goestoo far—byaregular 2-secupdate, Since the trajeéfory
is again below the control line, a new tl is computed, and the trajectory rises to a

new V., determined by thenew X intercept; the trajectory drifts toward the ordinate

D
until it again intersects the single-ring profile; and then this time it goes down
twice the required distance because of the dual acceleration and the absence of an
update, This process is repeated until the-trajectory is securely within a deadzone

(to be described later),

Second, consider the single-ring response to the phase-plane logic, iilustrated
in Fig, D.4-5. In this case, which is the nominal one, the actual acceleration is
half the assumed, Each vertical rise is not only half what is predicted, but the
drift period is entered at a lower velocity, By the third update, the trajectory 1s
above the control line, and the trajectory drifts toward the single-ring acceleration

profile, At intersection, the trajectory follows this profile directly to the origin,

without overshoot,
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Figure D.4-6 illustrates the transient response of the DAP with pfedicted;
dual-ring and single-ring conditions. Despite the wide variance in conditions, the
DAP produces comparable solution timés, Furthermore, simulations and actual
ﬂigh‘c#< experience show that the fuel penalty for using dual rings is only about 20
percent—rather thanthe 100 percent one might anticipate. Figure D.4-6 alsoclearly
illustrates that both dual-ringand single-ring response are slower than the predicted,
but this is the price paid for indifference to actual acceleration, However, what is
bought is stable operation'over a two-to-one acceleration variation—a property that

doesnot exist if both predicted thrust intervals are based on the same acceleration,
D.4.2,1 Shortest-Path Logic

As mentioned earlier, the roll DAP normally chooses the smaller of the two
possible angles through which to roll to null the roll error. This is performed by
‘using the shortest—path contour shown in Fig. D.4-3 at 180 deg and the corresponding

contour at -180 deg.

The shortest angular path test consists of determining whether the point (X, V)
lies within or without the contours at £ 180 deg. Any point (X, V) inside the contours
considers the origin as its terminal point, Points outside these contours consider
t+ 360 deg as their origin, Such points X are shifted by -360 sgn(X) and thereby
appear inside the contours as far as the phase-plane logic is concerned. Such a-
shift is necessary since, physically, -360, 0 and 360 are the same attitude.
Furthermore, it is necessary that the contour dividing the regions of stable nodes
be dynamic, ratler than geométric-—otherwise, there exists a region between the
dynamic and the geometric contours where points will initially head for the origin
as node; but the trajectory will .carry across the geometric contour and then head
for 360 as-the proper node. This results not‘only in taking the longer path, but

also in taking a longer time to do so,

D.4.2.2 Buffer Zone and Deadzone of the Roll-Attitude Phase Plane

i

As shownin Fig, D.4-7, the DAP has a deadzone at the origin, for the purpése

of eliminating a ':high-frequ'é.ncy limit cycle. Its shape was chosen to provide a

k
Apollo 7 flew a dual-ring reentry,
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smaller limit-cycleamplitude for a given zone width, Also, the terminal trajectory
has a band or buffer zone along which it channels trajectories to the deadzone,
The buffer zone overcomes the effect of noise in body-rate measurements and.

deviations in the actual acceleration from the nominal DAP design value, ajg.
D.4.3 Entry DAP Displays

The DSKY displays asscciated with the entry mission-control programs were
mentioned brieflyin Section C.4.2. Additionally, the autopilot provides the following
displays to the FDAI attitude-error needles:

Exoatmospheric DAP -The three attitude errors, R -R, s -8, and a, - a,
are presented each 0.2 sec’ The efror used by the
autopilot to fire the roll jets is displayed on the
roll-error needle, the error used to fire the pitch jets
on the pitch-error needle, and the error used for the
yaw jets on the yaw-error needle, If |o| > 135 deg,
the roll DAP does rate damping only, and the roll-
error needle is zeroed every 2 sec, '

Atmospheric DAP The only presentation is roll error, corrected for
shortest angular path, on a 0.2-sec basis, The pitch-
and yaw-error needles are not driven and are at null,

To avoid hitting the needle limits, ~1;hé maximum deflection allowed is 67.5 deg for
roll and 16,875 deg for both pitch and yaw,

D.4.4 Manual Ovdrride

No prcwisio‘n Aexists for the use of manual controls, i.e., hand cOntroller's, in
the primary GN&C system during entry; conséquently', if the astronaut chooses to
perform a manual maneuver, e.g., toavoid gimbal lock, he must switch to the backup
control system to ove_rrid'e the primary system, In this event, the Entry DAP merely
ignores the override and continues to provide FDAI attitude-error displays and jet
commands basedsu.pon prevailing CM attitude.a_nd rates, Hardware in the backup
system prevents the GN&CS jet commands from reaching the solenoid drivers until
the override is 'terminated;‘ Consequently, during a manual override, the Entry
DAP remains continually prepared (whenever GN&CS operation is restored) to

resume control with an uninterrupted knowledge of the trajectory and prevailing

conditions,
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D.5 AGC Takeover of Saturn Steering

Prior to the flight of Apollo 10, MIT was requested by NASA to provide a
boost-takeover capability in the event of a Saturn-Launch-Veﬁicle (LV) stable-plat-
form failure., The task consisted of supplying an attitude reference and certain
guidance information to ensure that, fora failure anytime after liftoff, the spacecraft
could achieve earth orbit with help both from the Command Module AGC and from

the crew,

For a takeover, the Saturn Instrument Unit (IU) must first sense that its platform
has failed, and must call for the AGC backup mode by lighting the LV guidance-failure
1ight in the cockpit. Once notified of a failure, the crew switches the LV guidance
'to GN&CS control.

With the LV guidance failure light illuminated and the LV guidance switch
thrown, the c:omputer can send attitude-error signals to the Saturn autopilot. It is
significant that with this procedure, takeover cannot be effected unless the IU initiates
the action. Simulation testing has shown that this simple backup scheme can place
the spacecraft safely into earth orbit with errorsinapogee and perigee of no greater
than 10 to 15 nmi, '

D.5.1 Generation of Guidance Commands

For first-stage flight, the IU commands an open-1loop attitude profile that pit‘éhes
the vehicle about 60 deg from the Vertlcal in less than 3 minutes. To provide backup
here, the AGC calculates a sixth- -order polynomial fit to the desired pitch prof11e
The attitude-error signals are then the difference between these pitch commands
and the attitude feedback from the IMU, During takeover, the delay between the
failure detection and the first AGC command may be several seconds; however,
evenin the regionof maximum dynamic pressure, transients in attitude, angle -of-at-
tack, and engine angle do not produce excessive structural loads, In addition to the
pitch maneuver, the IU normally commands a yaw and a roll maneuver, The yaW
maneuver provides additional clearance from the launch tower, and the roll maneuver
rotates the vehicle from the launch-pad azimuth tothedown-range azimuth, anangular
change of about 18 deg. In the backup mode the AGC neglects the yaw maneuver,

but it does command a constant roll rate to achieve the desired down-range azimuth.
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For second- and third-stage flight, the IU provides a closed-loop guidance
scheme to achieve the desired orbit parameters, However, computer-storage
limitations preclude such a scheme for 'AGC backup; thus the task of guiding the
vehicle into orbit was given to the crew, This requires that the pilot compare
DSKY displays of altitude, altitude rate, and velocity against nominal values tabulated
on a card, Using this information, as well as the attitude display, the pilot can
then use the Rotational Hand Controller in a rate-command rnode‘to fly the desired

trajectory. The manual mode is enabled by a keyboard entry,

D.6 LM Autopilot

D.6.1 Integrated Design

The Lunar Module DAP provides attitude control of the LM spacecraft during
both coasting and powered flight. The autopilot isdesigned to control three spaéecraft'
cbnfigurations': LM descent, LM ascentA, and CSM-docked, The modules comprising
these configurations are shown in Fig. D.6-1, -

Torques for attitude control may be generated by the Reaction Cohtrol System
and by the Descent Propulsion System. The LM Reaction Control System employs
16 jets mounted in clusters of four on. outriggers equally spaced around the LM
ascent stage. Each jet has a thrust' of 100 1b. The Descent Propulsion System:
(DPS) has a single engine throttleable from a maximum thrust of 10,000 1b down to
12 percent of the maximum thrgst. This engine is mounted in a gimbél system
with actuators; thus the angle of the thrust vector relative to the spacecraft center
of mass can be controlled. Theactuators can change the engine angle at the constant
rate of 0,2 dég/s'ec, The Ascent Propulsion System has a single 3500-1b engine,
mounted rigidly to the ascent stage. Since thle thrust vector of this engine cannot
be rotated to pass through the spacecraft center of mass, attitude control during
powered flight in the aéceﬁt configurafion'must be maintained by use of the RCS
jets.

The LM DAP is an infegral part of the LM Primary Guidance, Navigation
and Control Sysfem.. Inputs to and outputs from the LM guidance computer which
are associated with the control function (the autopilot) are shown in Fig, D.6-2.

The autopilot directly commands the firing of each thruster of the RCS, and the

.

240



SERVICE
MODULE

COMMAND
MODULE

LUNAR
MODULE

ASCENT STAGE -

N

CSM-DOCKED
CONFIGURATION

ASCENT 4
CONFIGURATION

DESCENT
CONFIGURATION
t

Figure D. 6-1 Spacecraft Configurations Controlled by the Lunar Module Autopilot
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movement of the descent-engine Gimbal Trim System (GTS). In addition, Cdmputed
attitude errors are displayed on the FDAI. Among the inputs to the LM DAP are
the following:

Measurements of the spacecraft attitude with respect to
inertial space, as indicated by the three gimbal angles of the
gyro-stabilized platform of the IMU,

Hand-controller signals for providing both manual rotational-
control commands and manual translational-control commands,

Mode-switch discretes for selecting the autopilot control
modes.

Eight thruster-pair disable-switch discretes for modifying
the RCS selection logic and optimizing the autopilot performance -
in the presence of failed jets,

Keyboard inputs for specifying autopilot control param etérs
such asangular deadbands, maneuver rates, hand-controller func—
tions, and spacecraft-mass propert1es

Internal steering commands for providing automatic attitude
control in both coasting and powered flight,

An internal discrete for providing automatic ullage (+X
translation) prior to main-engine ignition.

~ Internal discrétes for switching the autopilot control modes
and configurationsg,

The LM autopilot providés various control modes for coasting and powered
flight, For coasting flight, the followmgmodes are available (asdiscussed in Sectlons
D.6.2 and D.6.3):

* Attitude-hold mode, in which the inertial attitude is held
constant, ’ '

Automatic attitude-maneuver mode, in which the vehicle
rotates at a constant angular velocity from some initial attitude
to some desired final attitude.

Rate-command/attitude-hold mode, in which the vehicle
rotation rate is brought to the desired rotation rate indicated by
the Rotational Hand Controller,

Minimum-impulse mode, in which single small firings of

the RCS jets are commanded in response to each deﬂectmn of the
Rotational Hand Controller, :
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These modes are available during powered flight of the Lunar Module (as diécussed
in Sections D.6.4, D.6.5 and D.6.6): |

Automatic steering, in which the vehicle follows attitude
commands provided by the guidance equations. This is the mode
which is used during most of the powered descent to the lunar
surface,

Rate command/attitude hold, which has the same characteris-

tics as in coasting flight. This is the mode which is selected by

_the LM pilot during”the final phase of the lunar landing to guide
the vehicle manually over what could be a rocky terrain,

. X-axis override mode, a combined automatic and manual
mode in which the LM pilot controls the vehicle attitude about the
X-axis (the thrust direction) by manual rate commands, while the
direction of the thrust vector is maintained automatically in
response to the guidance commands,

'D.6.1.1 Design Approach and Structure of the Autopilot

Certain performance requirefnents guided the design of the LM autopﬂot.'
Attitude control must be maintained with a minimum expenditure of RCS propellant.
Concomitantly, the number of RCS firings must be minimized to achieve greater
thruster reliability. Attitude control must be maintained even in the presence of a
disabled single jet, quad or RCS system (8 jets). The DAP must be stable in the
presence of bending modes in the CSM/LM doéke_d configuration, slosh in all
configurations,iand transients due to ignition, abort stage, transfer from the backup
Abort Guidance System and switching of DAP modes. ‘Finally, attitude control must

be essentially undffected by off-nominal vehicle, thruster and sensor characteristics.

Initsmost geheral form, the requirements for the LM DAP posed a formidable
multi—input,. multi-output problembz control logic had- to be synthesized to relate
the measurement.of the three-axis spacecraft attitude with the firing of 16 RCS
thrusters and the gimball'ingvof the descent engine about two axes, The designapproach
employed for the LM autopilot was to separate the total synthesis problem into a
set of smaller dgéign problems,. Accordingly, four major subsections of the LM

DAP were defined, each of which could be approached somewhat independently: '

1, Certain DAP p;arameters are - functions of vehicle mass and can be

expected to change slowly; others need to be computed infrequently, These

.
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calculations are done in a DAP subsection called 1/ACCS (so named because
the reciprocals of accelerations are computed), which is executed every two
secondsduring powered flightand after major transients (suchas LM-configu-
ration changes). Its major outputs are the estimates of RCS jet-control
authority (angular-rate change induced by a jet firing), Gimbal Trim System
control authority (angular-acceleration changes induced by a trim gimbal
drive), and related quantities, GTS control can be executed under direction
of 1/ACCS when the control mode requires only infrequent reevaluation of
GTS drive status, '

* .
2. The state estimator estimates the spacecraft's angular-velocity and

angular-acceleration vectors from sampled measurements of the vehicle
attitude. The state estimator was designed with the recursive structure of a
Kalman filter. However, nonlinear logic was incorporated to reject small-am-
plitude high-frequency disturbances from vibration and the CDUs; these are
‘recognized and incorporated into the estimates only ‘when they exceed certain
th}réshold magnitudes, Filter gains were chosen to make the rate estimate
respond répidly to changes, and cause the offset angular-acceleration estimate
to respond much more slowly. In thisway, rapid maneuvers can be performed
accurately, satisfying the astronaut’s need for quick, flexible, and reliable
response during manual control—particularly for emergency maneuvers, On
the other hand, the slow acceleration estimate is largely insensitive to slosh
oscillations, responding with a greatly damped oscillation in the presence of
slosh. In the case of CSM/LM docked powered flight with the LM active, the -
rate- and acceleration-estimator filter gains are reduced even further to
additionally buffer the estimates from the disturbance induced by -bending
oscillations. This state estimator derives the angular velocity and angular
acceleration of the LM, based only on measurement of spacecraft attitude
and assumed control response, thus demonstrating that rate gyros are not

required sensors for this autopilot. -

3.,  The RCS control laws firethe RCS jetsinresponsetothe vehicle-attitude

state, the attitude commands, and the translation commands, The RCS control

“The word "'state' used in this section refers to the spacecraft's attitude, attitude
rate (and sometimes angular acceleration).
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laws in the LM-alone configuration employ parabolic switch cur'veé in théir
phase-jalane logic, The critical pare}metersin the RCS control laws are adapted
in response to the varying moment of inertia of the spacecraft and the 'bias
angular acceleration due to the thrusting main engine. The control-law design
permits rapid responseto commands with a minimum of jet firings, Incoasting
flight, steady-state attitude control is maintained with a minimum-impulse
limit cycle. In ascent powered flight, a larger-pulse low-frequency limit cycle
is employed to hold atfitude against the bias angular acceleration, The RCS
control laws maintain satisfactory attitude control of even the lightest ascent
configura’cion>I< even though the control actionisreevaluated at most 10 times
per sec. Satisfactory controlis possible becausethe RCS control laws compute

the exact firing time required to achieve a desired rate change,

4, The trim-gimbal control laws drive the orientationof the descent engine

about its two axes in riesponser to the vehicle-attitude state and attitude
commands, A third-order minimum-time control law is used to control the
vehicle attitude by means of the thrusting descent engine. This permits attitude

control often without the assistance of the RCS jets,

Within the RCS control laws and the trim-gimbal control laws, further design
simplifications were made by separating these control laws into logically distinct
control channels, The choice of these control channels followed from the natural-

control axes of the LM, shown in Fig, D,6-3.

‘The descen{t engine may };)e gimbailed under computer control about the pitch
(Q) axis and the roll (R) axis, Therefore, the descent-engine trim-gimbal control
laws have beén separated into .two channels (Q and R). The'com_putation of the
proper trim-gimbal drive for each channel is based on independent single-plane

control laws,

The RCS jets mounted on the LM ascent stage are skewed 45 deg away from
the spacecraft's ¢oordinate frame (in the QR plane) to avoid jet impingement on ’the

pads., This rotational jet-coordinate frame is designated the P, U and V axes. The

In the lightest ascent conf1gurat1on, single-jet firing for 0.1 sec (one DAP pass)
could produce an attitude-rate change of 1. 5 deg/sec. ‘
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locations and orientations of the RCS jets are such that if the ‘spacecr'aft» center of

gravity lies near the geometric center of the 16 RCS jets, then:

a, The eight jets that thrust only in the Y or Z directions produce torques
about the P axis only, Acéordingly, these jets are termed the P jets,
b, Four of the jets that thrust in the +X direction produce torques about

the U axis only, -Accordingly, these jets are termed the U jets,

c.  Theother four jets that thrust in the +X direction produce torques about
the V axis only. Accordingly, these jets are termed the v jets,

Due to the existence of significant cross-inertia between the U and V axes,
cross-coupled acceleration between the U and V axes is introduced whenever a U
“jetor a V jetisfired. To decouple the RCS control channels and thereby reduce
the number of RCS firings and  hence propellant consumption, a nonorthogonal~ set
of control axes called U' and V' was introduced. The U'- and V'-axis direcﬁon_s
are determined as follows: first, cross-coupling between the P axis and any axis
in the Q,R plane is assumed negligible and hence is ignored—therefore, the U' and
V! axes are constructed to lie in the Q,R plane and correct for cross-coupled
‘accelerationin that plane only; second, acceleration vectorsare produced byapplying
a torque around U and V, as illustrét’ed in Fig, D.6-4; third, perpendiculars are
drawn to each of these acceleration vectors to produce the new U' and V'axes, It
can be seen that if an RCS torqu;e is applied about U, tﬁere will be a component of
acceleration aloﬁg U' and no éomponerit of acceleration along V!, Similarly, an
RCS torque applied about V will produce no component of acceleration along U!',
Therefore, if a U-‘akis torqueis commanded to achieve U'-axis c'ontr‘ol'and a V-axis
torqueis corhmanded to achieve V'-axis controi no cross=-coupled acceleration will
result, The angle-§ by which the U’ and V' axes are skewed away from the U and V

axes is computed from the Q, R moments of-inertia,
D.6.2 Manual Modes of the LM DAP
During certain criticaiu phases of the Apollo mission, LM attitude is manually

controlled by the LM crew, To achieve a precisely defined attitude, such as that

required forinitial thrust-vector positioning, an automatic maneuver isusually more
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efficient., For less precisely determined tasks, however, manual control is better,
For instance, station keeping and gimbal-lock avoidance can best be performed in
a manual mode, In such instances, the pilot's ability to perceive the state of his

vehicle and to select alternatives to the nominal control is clearly an asset.

Inthe GN&CS, two manual modes are implemented through theuse of a Rotational
Hand Controller, Two such controllers are available (although they cannot be used
simultaneously), one for each of the astronauts onboard the LM, The Minimum-Im-
pulse mode provides a single, 14-msec thruster pulse* each time the controller is
moved out of detent; each pulse results in an angular-velocity increment whose

magnitude is a function of vehicle inertia,

The second—and by far, the more significant—manual mode is Rate Cofnmand/
Attitude Hold, which incofporates a number of features that enhance the rapidity
and precision of control response, This closed-loop mode provides angular rates
which are a function of the degree of RHC deflection, The remainder of this section

will deal exclusively with the evolution of the Rate Command/Attitude Hold mode.
D.6.2.1 Rate-Command/Attitude-Hold Mode

Development of the Rate-Command/Attitude-Hold mode has been both lengthy
and complex, The LM AGC program for Apollo 9 (SUNDANCE) contained manual
rate-command 1ogic which was a digital realization of earlier reaction-control
rate-command systems, This logic provided rate command within the resolution
of a rate-error deadband when the RHC was held out of detent. Automatic attitude

hold was maintained when the controller was in detent.

In the manual rate-command logic of SUNDANCE, RHC output was scaled to
a maximum commanded rate of 20 deg/sec in "Normal" and 4 deg/sec in "Fine".
Normal would be used for a lunar landing, in which high maneuver rates might be
necessary; Fine would be used for all other operations, where a'premiu'm would be

placed on precision and fuel-saving low rates,

The RCS jets require a minimum pulse width of about 14 msec to ensure a proper
mlxture ratio in the combustion chamber,
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The SUNDANCE program provided acceptable manual control for the LM-alone
configuration, as evidenced both by simulated and actual earth-orbital flight., But
improvements in the manual rate command were deemed necessary to meet the

following objectives for an actual lunar landing (program LUMINARY):

to reduce drift about uncommanded axes

a,

b, to provide more precise rate control

c. to assure positive return to attifude-hold mode after rate commands

d. to make manual rate command available for coasting flight in the
CSM-docked configuration 7

e. toreduce the on-time of the +X firing thrusters during the lunar landing.

The following sections discuss each of these objectives in terms of the LM

DAP manual rate-command mode.
D.6.2.1.1 Reduction of Drift

Although SUNDANCE's rate-command-with-deadband was an acceptable mode
from a handling-qualities standpoint, it was open-loop for small, secular errors.
Becausethe thruster switch curves were independent of attitude error, it was possible

for the spacecraft to have an uncorrected drift rate just barely within the deadband.

Two factorscomplicate the drift problem. If the controller were out-of-detent
about any axis, all three axes used the manual logic. Consequently, the spacecraft
could drift about uncommanded axes (up to nearly 2 deg/sec with normal scaling).
Also, a bias acceleration could cause the_phése point to chatter along the switch
curve, Sampling and state-estimation delays compounded this drift. To limit drift,

attitude errors were incorporated in LUMINARY's control computations,
D.6.2.1.2 Precise Rate Control

The rate deadband determines the resolutionof rate control., Targeting jet-on
time for zero rate error and using inertial and bias acceleration estimates often
result in rate-step response with errors initially smaller than the deadband, Such
precision cannot be guaranteed, however, because of error in knowledge of vehicle

rate or of control authority. Once therate error is within the deadband at a sampling
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instant, firing ceases, A heavy configuration requiring more than a 0.1-sec firing
for a rate change equal to the deadband will never have rate error nulled entirely,
and firing may stop just within the deadband for lighter vehicles (depending on initial
rate error), Furthermore, uncertainty in command response extends to twice the
error-angle deadband width, measured from zero. If the rate error is just barely
within the negative limit and a positive change is requested, t}}e rate error must
traverse the entire deadzone beforea firing occurs, To obtain precise rate control,

LUMINARY's manual rate command applies' integral compensation,

Tightening the rate loop alone proved insufficient to improve the pilot's
estimation of handling qualities in the lunar-landing task., (It was still virtually
impossible to achieve small attitude changes during simulations,) The difficulty
Vvléy in the small amount of deflection required to obtain RHC output and in the
sensitivity of the controller. (During simulations, pilots "felt" or "heard" the detent
switch click, yet, depending upon the particular RHC, upto 1.5 degadditional deflection
‘wasnecessary toobtainany output signal.) With small, smooth hand motions, small
attitude changes clearly are difficult to command, since the pilot cannot pr¢ lict
when the voltage buildup begins, For LUMINARY, therefore, RHC sensitivity was

modified to resolve these difficulties,
D.6.2,1.3 Return to Attitude-Hold Mode

Once the RHC is returned to detent, control should be passed from manual
rate command to attitude hold positively and with a minimum transient. The latter
requirement is met if rates are damped before the switch to automatic attitude
hold; if the rate error were large, the attitude-hold phase-plane logic could command
oscillatory response in seeking to hull the attitude error in minimum time, consumivng
RCS propellant unnecessarily., Small rate error is not imperative for mode change,
however, Return toautomatic control should be assured whenever the RHC is returned
to detent, even if any or all components of angular rate fail to damp within a short
time., Once damping about an axis has reduced the rate error to a small value,
that axis should be considered to have passed the damping test. Chattering about
more than one axis can delay—and possibly prevent—return to attitude hold, In the
SUNDANCE logic, the requirement for the return, after the RHC is returned té
detent, was that all rate errors be less than the rate deadband simultaneously,

Phase-point chattering out-of-phase will fail this test, If this occurs as a result of
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an undetected jet failure or a mass uncertaiﬁty, the only ways to return to attitude
hold are to inform the computer of the failure or to momentarily switch the DAP
mode., In LUMINARY, rates about all axes are normally damped before the switch
to automatic mode; however, the return to automatic mode is forced if damping has

not been completed by the end of a brief interval.
D.6.2.1.4 Availability for CSM-Docked Configuration

CSM-docked rate command was not a requirement of SUNDANCE. To
accommodate the use of thismode for coasting flight in Apollo 10, the minor required
changes were made in LUMINARY,

- D.6.2,1.5 Reduction of +X-Thruster On-Time

Simulation of an early version of LUMINARY uncovered an excessive total
on-time of the RCS thrusters during manual landing simulations, The additional
RCS propellantusage wasdiscomforting, but the primary concernwas the cumulative
heating of the descent stage which would be caused by exhaust impingement of the
down-firing (+X) RCS thrusters*. Inhibiting the +X jets for small rate errors was
proposed as a solution; however the resultant deterioration in handling qualities
was unacceptable, In simulations, pilots were forced to use larger rates more
often, brmglng the +X ]ets back into use. As a result, actual mission savings were
unpredictable, This was one indication that handling qualities were at the base of
the problem. Prior research indirectly indicated that improved handling qualities,
through reduced controller sensitivity, might alleviate the problem. This proved
to be the correct solution; thus, tominimize RCS on-timein manual control, handling

qualities were optimized,

D.6.2,1.6 RHC Scaling

The sensitivity of commanded rate to RHC deflection is the most important
manual-control parameter, once rotational-control acceleration ("'control power")

is fixed. A range of controller sensitivities.that provides stable human-pilot loop

The later addition of jet-plane deﬂectors (see Section D.6.5) somewhat alleviated
this problem, but a heating constraint still exists for the deflectors,
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closures canoftenbedefined; asa consequence 6f the pilot's adaptive ability, héwever,
optimization of the sensitivity within that range is a subjective process. Choice of
scaling can be affected by control power, vehicle and control-system dynamics,
external disturbances, the control task, and the individual pilot's ability to perceive

and react.

It has been found that reduced controller sensitivity has a striking effect on
the consumption of RCS propellant: there is a monotonic reduction with decreasing
sensitivity., A reduction of maximum commanded rate (MCR) from SUNDANCE's
20 deg/secto 14 deg/sec produced improved handling qualities, according to several
test pilots., (The emphasis in these tests were placed on accuracy in flying to a
designated site and on reducing the +X;jet on-time.) Moreover, handling qualities
 continued to improve as the MCR was reduced toa final valueof 8 deg/sec. Reduced
MCR improved jet-on time and RCS fuel consumption—and also landing-point

accuracy.

In spite of the improvements resulting from reduced controller sensitivity,
one conflict remained: reduced sensitivity made small ratesand small angle changes
easier toobtain, but there was concern that the MCR was insufficient for emergency
conditions, A 20-deg/sec MCR was deemed mandatory by the astronauts, The

solution adopted is nonlinear scaling of the RHC output.
D.6.3 Coasting Flight

The LM DAP has four coasting-flight modes which may be utilized in the
LM-ascent, LM-descent or CSM-docked configurations. These modes are Rate
Command/Attitude Hold, Minimum-Im pulsé Command, Attitude Hold and Automatic
Maneuvering, Each mode controls vehiclé attitude with the 16 RCS jets located on
the LM ascent stage. Since Rate Command/Attitude Hold and Minimum-Impulse
Command are discussed in Section D.6.2, this section discusses only the coasting-
flight performance of the LM DAP in the Attitude-Hold and Automatic-Maneuvering

modes,
D.6.3.1 Attitude-Hold Mode

The Attitude-Hold mode stabilizes the spaéecraft about each of the Inertial

Measurement Unit's reference axes to hold the spacecraft to within a cnecified



deadband. The principal design objectives included minimization of RCS propellant
consumption, minimization of the number of RCS jet firings, acceptable operation
in the presence of detected and undetected RCS jet failures, and rapid recovery

from large attitude-error and attitude-rate excursions,
D.6.3.1.1 Ascent and Descent Configuratioﬁs

In the ascent and descent configuraﬁons, the number of jet firings-and the

RCS propellant consumption are both minimized when a minimum-impulse limit
cycle is attained about each of the three control axes. (A minimum-impulse limit
cycle about a given axis in the absence of disturbing torques is defined as a limit
cycle in which a single torque impulse of the smallest available duration,'i.é., 14
- msec RCS firing, reverses the attitude rate whenever the attitude error drifts out
of the deadband,) Although onlyone jet is fired for each U- or V-axis minimum-im-

pulse torque correction, the displacement of the vehicle center of gravity from the

RCS jet plarie necessitates the use of two jets fired as a force couple for each
P-axis minimum-impulse firing to prevent P-axis firing from disturbing U- and

V-axislimit cycles, The RCS control-law phase plane for ascentand descent coasting

flight, as illustrated in Fig. D,6-5, was designed for minimum-impulse limit-cycle

operation in the steady state. For ekample, when thé state is in the coast zone,

Zone 4, with a small positive error réte, E, the error E increases until Zone 3 is

entered, When the state is in Zone 3, the LM DAP commands' a l4-msec

minimum-impulse RCS firing,. which induces a small negative rate and causes the

state to reenter Zone 4. The error then decreases until Zone 3 is reentered on the

other side of the phase plane, At this point, another minimum-impulse firing induces

a small positive error rateand completes the cycle. In coasting-flight minimum-im-

pulse limit chcles, the maximum attitude errors are determined by the deadband

size; the maximum attitude-error rates are determined by the control authority of

the RCS jets; and the limit-cycle frequencyisa function of both the control authority

and the deadband size. '

The LM DAP was designed to provide acceptable control of the ascent and
descent configurationsin the presence of detected and undetected, jet failures, Whén
jets are disabled due to detected failures, the LM DAP jet-selection logic modifies
the selection of jets to exclude those which have been disabled. Single undetected

jet-off failures causerateand attitude undershoot when selected for attitude control,
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but result in no fuel penalties, Simulation results indicate that minimum-impulse
limit cycles are attained by the LM DAP with any single jet pair disabled and with
any single failed-off jet undetected. Undetected jet-on failures degrade the LM
DAP performance considerably; however, thedegradation lies within the limits NASA
deems acceptable. ‘

Rapid recovery from large attitude errors and error rates‘ was provided by
the Zone 1 and Zone 5 logic of the RCS control law (FINELAW), illustrated in
Fig. D.6-5; and by the special control law (ROUGHLAW) for very large attitude
errors and error rates illustrated in Fig, D,6-6, If the state is in Zone 1 or Zone
5 of the FINELAW phase plane, the DAP commands the jets to fire until thé state
crosses one of the Zone 4 boundary-target parabolas and enters the coast zone.
For example, for large negative attitude errors and error rates, the Zone 1 logic
would cause positive-torquing jets to fire until the state passed through Zone 5,
and crossed the target parabola to enter Zone 4 with a positive error rate. The
‘attitude error would then increase, causing the state to drift across Zone 4 until
Zone 2 was entered. The Zone 2 logic would cause the jets to torque negativély
until the state had crossed Zone 3 and entered Zone 4, again with a very small
negative error rate, The attitude error would then slowly decrease, causing the
state todrift across the coast zoneinto Zone 3. In Zone 3,2 single minimum-impulse
jét firing would occur, producing a small positive error rate and initiating a

minimum-impulse limit cycle.

If the attitude-error magnitude exceeds 11.25 deg or the error rate exceeds
5.625 deg/sec, the ROUGHLAW control-law phase plane in Fig. D.6-6 applies, If
the state is in Zone A or Zone D, jets are fired until the rate magnitude is 6.5
deg/sec. No‘jets are fired by the DAP as the state drifts across Zone C, When
Zone B is entered, the jets are fired continuously until the FINELAW region is

entered,
D.6.3.1,2 CSM-Docked Configuration
Since the CSM-docked LM DAP wasintended foruse only as a backup system,

the simple control law illustrated. in Fig. D.6-7, which differs considerably from

the ascent- or descent-configuration phase planes, was employed merely tominimize
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coding requirements for this configuration*, Each 0.1 sec, the DAP determines
the location of the rotational state in the control law and turns jets on or off for a
full DAP cycle, If the state is outside the cross-hatched coast zone, the jets are
fired until the coast zone is entered, When the state is in the coast zone with the
jets still firing, the jets remain on if the trajectory has not crossed the error-rate
target (E=0), and are turned off if the traje’ctory has crossed the error-rate target.

If the state is in the coast zone with the jets off, the jets remain off until the state
drifts out of the coast zone, Smce in the CSM-docked configuration, the shortest
jet-jfiring time commanded by the LM DAP is 0.1 secand, in the absence of disabled
jets or X-axis translational commands, jets are always fired in pairs about each
control axis, minimum-impulse’limit cycles cannot be attained, The smallest RCS
propellant consumption and the least number of RCS jet firings are obtained when
each limit cycle consists of one positive- and one negative-torquing two-jet, 0.1-sec
firing as illustratéd by the fine-line trajectory in Fig, D.6-8, Due to the lar;ge‘
‘inertia in the CSM-docked configurétion, the peak limit-cycle error rates attéined
in this type of limit-cycle are comparable to the peak error rates obtained in a

minimum-impulse limit cycle in the lightest descent configuration,

Acceptable performance of the LM DAP in the CSM docked configuration with
disabled jets is achieved (for most situations) by the same means as in the ascent
and descent configurations, That is, the jet-selection logicisautomatically modified
to select only jets which have not been disabled. Undetected jet failures and, for
some mass loadings, disabled -X thrusting jets, howevér, created challenging
problems which were unique to ‘the CSM-docked configuration, In tests of early
LM DAP designs, it wasdiscovered thatanundetected jet-on failure fixed the vehicle
stéte atone of the coast-zone boundaries of the RCS confrol-law phase plane, requiring
rapid on-off pulsing of the jets to maintain attitude co_ntroi. Since the jet-pulsing
frequency under these circumstances was often close to the natural frequencies of
the vehicle bendiflg modes, large bending oscillations could develop, In many of
the cases tested, the magnitude of these oscillations became 1argevenough to cause
the state estimate to move from one side of the RCS control-law coast zone to the

other, resulting in alternate poéitive and negative torquing of the jets at the bending

* :
The LLM-alone control law could not be employed because the large inertias in the
CSM-docked configuration caused scaling problems. '
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frequency, Due to sampling lags and lags in the state estimator, these jet firin'gé
were in phase with the bending oscillations and would sustain them even after the
failed-on jet had beendetected and turned off, Such bending instabilities were highly
undesirable, since they produced forces significantly larger than the maximum load
capability of the LM/CSM docking tunnel. Consequently, the LM DAP was modified
to improve the bending stability in the CSM-docked configuration, Two approaches
were utilized, The first approach reduced the bending excitation due to RCS jet
firings by inhibiting all jet firings about an axis for a predetermined time interval
each time the jets firing about that axiswere turned off. This jet-inhibition scheme
significantly reduced the bending excitation by ensuring that the jet-firing frequency
was alwayslower thanthe resonant frequencies of the most significaht bending modes.
The second means of improving the bending stability inthe CSM-docked configuration
prevented the oscillations which did develop from becoming self-sustaining. With
this approach, the j'ets were turned off and 1ef£ off fora predetermined time interval
each time a reversal of torquihg direction was commanded about an axis iﬁ which
jets were still firing, Simulation results and theoretical. worst-case analyses
indicated thatthese modifications reduced toa safelevel the maximum bending-oscil-
lation magnitudes and bending moments on the docking tunnel in the presence of a

jet-on failure,

For some CSM-docked mass loadings, the presenceof a disabled or failed-off
-X thrusting jet can cause a serious control instability when the LM DAP attempts
to control pitch or roll attitude. The problem can be explained using Fig, D.6-9.
Typicélly, when a jet pair is ‘selected to induce a commanded clockwise rotation
about the cg, the 100-1b downwari‘d—thrustiing jet impingesupon the jet-plumedeflector,
producing a force of 89 1b in the +X direction acting on the moment arm D1 and a
force of 59 1b perpendicular to the X axis acting on the moment arm D2° The net

moment due to the firing of the downward-thrusting jet is

M+X = (89 lb)Dl' - (59 1b.)D2
which, for many, mass loadings, can be negative, thus commanding the Vehicle to
rotate counterclockwise. Normally the -X thrusting jet can counteract this moment,
but should it fail-off or be disabled, a grave instability results, Even in a normal

situation, propellant consumption is excessive for the amount of net torque gained.
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To eliminate this problem, MIT proposed modification of the DAP jet-—,select
logic such that downward-thrusting jets producing anet torquein the wrong direction
are avoided. NASA rejected this software fix and instead used a procedural
work-around in which the deflected jets are manually disabled when they produce a

net torque in the wrong direction.

The CSM-docked control lawillustrated in Fig. D.6-7 included provisions for
rapid recovery from 1arge attitude errors and rates, In Fig. D.6-8, for example,
jets would be fired continuously to move the state of the spacecraft from its initial
p051t10n at A to the inner rate limit at B, At B the jets would be turned off to allow
the state to drift across the coast zone to C. At C, the jets would fire until the
error rate reached zero. Usually, for U- or V-axis control, the state would then
begin limit cycling. ‘However, for U-or V-axis control of avery light configuration,
or for P-axis control, the higher control authority would cause the state toundershoot
to a pomt outs1de the coast zone. In such a case, the inhibition logic would prevent
Jet firings for a short time as the state drifted slightly, The jets would then torque
in the opposite direction until the state entered the coast zone, after which a short
firing would occur to produce a slightly negative error rate and initiate the limit
cycle. (The extra two jet firings needed to recover from large errors and rates,
in this case, are the penalty for using a single fixed phase plane to control all axes

for all mass loadings in the CSM-docked configuration,)
D.6.3.2 Automatic-Maneuvering Mode

‘Since the fmain engine 1s not thrusting during coasting flight, automatic
maneuvers requ1red for certain mission functions (e.g., preburnalignments, rendez-
vous trackmg, etc.) are performed using RCS jets, Thesemaneuvers are controlled
by the LM DAP according toa set of steering variables computed by the attitude-ma-
neuver routine, KALCMANU. These steering variables affect only the attitude and
rate errorsused by the RCS control-law phase planes, A principal design objective
of the Automatic- Maneuvering mode is accurate tracking of desired gimbal angles
and desired spacecraft rates;in addition, the four design objectives of the Attitude-
Hold mode cited in Section D.6.3.1 also apply to Automatic Maneuvering. In every
other respect, the _Automa’glc-Maneuvermg mode .is identical to the Attitude-Hold

mode,
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D.6.4 Descent Powered Flight

In the powered descent to the ll‘marv surface, the LM DAP must provide
considerable precision in attitude control, with rapid response to attitude deviations.
Control must be precise because seemingly insignificant deviations from the
requested (preprogrammed) trajectory canresult in landing-point errors of several
miles,

The terminal descent and touchdown of a lunar landing can be done completely
automatlcally, however, some manual intervention is permitted to allow for late
landing-site redesignation., This manual- -override capability has priority over the
automatic guidance requirements, Ineitherthe automatic or manual-override control
modes, the descent powered-flight DAP can alter its control procedures and/or
jet-selection logic in the unhkely event of an RCS jet failure—on or off, recognized

' or not—or a failure of the descent-engine Gimbal Trim System (GTS).

As discussed in Section 6.1.1, the design of the powered—ﬂight portion of the
LLM DAP was approached through four overlapping pathways—estimation of slowly=
varying parameters, state estimation, RCS jet selection and timing, and GTS-drive
selection and timing, However, the GTS-drive selection is particular to descent

powered flight and is presented here in greater detail.

The LM descent engine can be rotated about the Q and R axes at a constant
rate of 0.2 deg/ sec by the Gimbal Trlm System, thus directing the thrust vector
through the spacecraft center of mass, Consequently, the RCS jet-control system
isrelieved of the burden of a bias angular acceleration due to anoffset thrust vector,
This mode ofoperatmn is called the GTSacceleration-nulling mode, Further analysis
showed that the GTS could also control the LM angular rates and attitude, but only
when the flight conditions placed relatively mild requirements on the DAP, This
option was implemented in the LM DAP and -is called the GTS attitude-control mode.

The time-optimal ‘control law modified in the LM application so that delays
attributable to the 0.1-sec cyc: ~iod of the DAP and to the mechanical lags in
the trim gimbals would not gener. .nunacceptablelarge, steady-state, control-limit
cycle, : '

The existence of twoindependent Q,R axis attitude-control laws (RCS and GTS)
created the possibility of conflicting control' torques being applied to the LM, so a
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set of criteria were specified defining the precedence of the two systems, in an
effort to obtain maximum benefit from the GTS (saving RCS firings and fuel) while

preserving the rapid response of the RCS syétem,

~ The RCS/GTS interface was organized to implement these specifications,
RCS alone exerts control over LM attitude, using the RCS phase plane and coast
zone, until GTS is declared usable by a AV monitor and the gimbal monitor. Every
two seconds during powefed descent, the AV monitor and the gimbal monitor verify
that ignition has been achieved, that adequate thrust is present, that the astronaut
is not signaling a GTS failure, and that the astronaut has not indicated the onset of

ascent. When these specified conditions are met, GTS control is admissible.

Durihg a nominal automatic lunar descent, the GTS alternates control with
the RCS on successive DAP passes, Considerable care was exercised to ensure
“that cohﬂicting commands and chatter were avoided, However, should the astnronaut
select a manual override of the . automatic system, the GTS becomes limited to

acceleration-nulling control,

Within the GTS portion of the DAP, a flag is checked to deterrhine whether
the thrust vector has yet been brought to within one degree of the center of mass.
Until this condition is met, acceleration nulling will be executed every two seconds
under 1/ACCS, If that flag is set, GTS interrogates the jets before exercising control:
on every other DAP pass to see whether any RCS jets are firing, If RCS jets are
firing, the jets retain primary attitude control, and GTS is temporarily limited to
acceleration nulfing, with one ﬂulling drive being executed immediately from GTS
if attitude control was being exercised by GTS on the preceding GTS DAP pass. If
the RCS jet intei*rogation show-s all jets off, GTS executes attitude control every
0.2 sec, controlling the angular acceleration, -thé rate errors; and the attitude errors

as long as the spacecraft attitude remains within the RCS coast zone.

D.6.5 Ascent Powered Flight

The LM ascent configuration in powered flight requires a much higher duty
cycle for RCS jet activity than does the powered-descent LM, since, unlike the DPS
engine, the APS engine is rigidly mounted, unable to control the angle of the thrust

vector relative to the spacecraft cg. Attitude control of the LM ascent conﬁguratioﬁ
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is achieved solely by the RCS jets commanded by an appropriate RCS control 1aw;

Since the ascent engine produces only é small torque about the vehicle P axis
(the engine is nominally canted only 1.5 deg away from the P axis), the control
problem about this axis is relatively straightforward. Indeed, the RCS control law
assumes that no disturbing torque exists about the P axis; the major control problem
for theascent LM, therefore, is one of controlling attitude about axes perpendicular

to the vehicle P axis—in particular the autopilot U', V' axes,
D.6.5.1 Autopilot Single-Jet Control Boundary

To avoid diminishing the effective thrust of the ascent engine, an important
requirement for powered-ascent control isthat, whenever possible, onlyupward-fof‘-
cing RCS jets be used, In the Q,R plane (which contains the U,V and U', V! axis

A systems) a locus of vehiclecg pbsitidns exists, within which, theoretically, no more
than a single U-axisor V-axis RCS—jef firing would benecessary to maintain attitude
control of the vehicle, Thislocusis called thetheoretical single-jet control boundary.
Forcg pésitions lying on the single-jet control boundary, at least one upward-forcing
jet must fire continuously to maintain controi; and for the particular axis (U or V)
about which the jet is firing continuously, the net torque produced about that axis
by the ascent engine and by this continuously-firing jet is zero, For cg positions
outside this boundary, control cannot be maintained unless at least onedownward-for=

cing jet is used.

1’ - .
In describing the single-jet control boundary, it is useful to employ a quantity
called the "effective' cg displacement from the thrust axis of the ascent engine.
The components of the effective cg displacement from the thrust axis along the Q

and R axes can be defined as follows:

c = torque about the :R axis produced by ascent engine
EQ(eft) '

ascent-engine thrust

torque about the Q axis pfoduced by ascent engine

cg =
R(eff) v ascent-engine. thrust
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In Fig. D.6-10, the locus of effective cg displacements which defines the theoretical
single-jet control boundary is drawn in the Q,R plane. In addition, locations of the

upward-forcing RCS jets is shown together with the U,V and U',V' axis systems,

In calculating the theoretical control boundary shown in Fig. D,6-10, it is
assumed that the component of the ascent-engine thrust along the vehicle X axis
has a magnitude of 3500 1b, and that a U jet produces a torque of 55042 ft-1b about
the U axis, and a V jet produces a torque of 550‘\/_2— ft-1b about the V axis. Under
actual operating conditions, these assumptions do not hold exactly true, and some
deviation from the theoretical control boundary can be expected, For the purposes
of this discussion, however, it will be assumed that the single-jet control boundary

can be represented as in Fig, D,6-10.)

During powered ascent, the autopilot determines whether the cg lies within
the single-jet control boundary by estimating the net control acceleration produced
by a single upward-forcing jet about the appropriate U' or V! axis. (Net control
acceleration is the angular acceleration about a given control axis, U' or V', which
results from the combined torques produced by the commanded RCS jet and by the
ascent engine,) Due to the way in which the U', V' system was constructed, a net
control acceleration of zero about the U' axis is equivalent to a net torque of zero
about the U axis;and anet control accelerationof zeroabout the V'axisis equivalent
to a net torque of zero about the V axis. As noted above, the determinatioﬁ of a
zero net torque about the U or V axis is required to establish the single-jet control
boundary; and thus the computation of net acceleration in the nonorthogonal U', V'

system allows the autopilot to make this determination,

It isnot \desirable, however, for theautopilot to allow net control acceleration
to become as small as zero. (This would mean continuous jet firing to merely
maintainattitude.) Whenthe autopilot determinesthat thenet single-jet acceleration
about a control axis is less than 7/128 rad/secz, a decision is made to use two-jet
control about that axis. (This number is determined from scaling considerations
inthe AGC toavoid overflow,) Theautopilot, therefore, assumesa single-jet control

boundary which lies within the theoretical boundary.

Nominal cg positions for the LM ascent configuration during powered ascent

lie well within the single-jet control boundary and would be expected not to require

two-jet firings about a control axis,
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During powered ascent, certain conditions (which may adversely affect guid-
ance), such as an excessive attitude-error angle or error-angle rate, may require
the use of two-jet control for the U and V axes, even for cg positions within the
single-jet control boundary. Theuse of two-jet control is mandatory for sufficiently
large errors of this type, even though the use of downward-forcing jets is ordinarily
deemed undesirable. However, simulationé show that in steady-state operation,
error-angle excursions are sufficiently small to avoid two-jet control for all cg

positio_ns within the DAP single-jet control boundary.

D.6.5.2 Effect of Incorrect Knowledge of Inertia

The vehicle's moment of inertia is not used explicitly by the DAP. However,
a priori knowledge of this quantityisassumed in the AGC subroutine which computes
‘single-jet acceleration as a function of mass (for the P, Q and R axes), If the
function is not accurate or if the computer's knowledge of mass is inaccurate, then
this is equivalent to an error in knowledge of vehicle moment of inertia, Since the
autopilot doesnot have a filter for estimating single-jet acceleration, no correction
can be made to the value computed in the AGC; however, the DAP's recursive state
estimator does estimate offset accelerétion (offset acceleration is defined here as
that part of the angular acceleration Which cannot be explained by commanded jet
firings)., An important characteristic of the state estimator is that any error in
the computed single-jet control acceleration tends to produce a compensating error
in the state-estimator value for offset acceleration. (This compensation does not
occur during coasting flight, since offset acceleration is not estimated in this case.)
The result is that a compensating error is made in the DAP's computation of the

net control acceleration about a control axis.

To test the effect of incorrect knowiedge of moment of inertia on autopilot
performance, all-digital simulations of the powered ascent LM were run in which
exireme "mass-mismatches" existed (i.e., a large error existed in the AGC's
knowledge of mass). For the purpose of this test, a special LM subprogram was
used in which an effective cg displacement was selected of 2 in, from the thrust
axis along the vehicle Z axis, as illustrated in Fig. D.6-11. In one simulation run,
a mass-mismatch case was studied in which the DAP determined the mass of the

LM ascent configuration to be 2775 kg and the actual mass was 4933 kg, Asa
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result, the DAP overestimated the single-jet accelerations about the P,Q and R

axes, For e'x‘ample, at approximately 20 sec after ignition, the DAP overestimated

the single-jet acceleration about the R axis by 9.1 deg/ sec2 for each of the two jets’
required to maintain control, for a total overestimate of 18,2 deg/sec2 for the two

jets. This error, however, was partially compensated for by an overestimate in

offset accelerationabout the R axis of 9‘,9'deg/secz° To illustrate the effectiveness
of the autopilot in maintaining control for this case, a phase-plane plot (attitude-error

rate vs attitude error) of a typical steady-state limit cycle is given in Fig., D.6-12,

The phase plane is shown for the autopilot U' axis, Because of the errors in the

DAP's knowledge of the RCS single-jet acceleration, the U' and V' axis directions

determined by the DAP differed from the theoretical U'and 'l difections; thus,

acceleration cross-coupling existed between the DAP U'and V' control axes, The

effect of this cross-coupling, however, was not a serious one., On the average, the

extra firings required per limit cycle were 1.0 for the U axis and 0.7 for the V

'axis. Phase-plane attitude-error angle excursions were deemed reasonable. (A-
second simulation was run in which the DAP determined the mass of the LM ascent
configuration to be 4933 kg, while the actual mass was 2775 kg, Again, as in the

previous case, no serious complications resulted from cross-coupling. On the

average, the extra firings required per limit‘ cycle were 1.3 for the U axis and 0.8

for the V axis.) o ‘

D.6.5.3 Effect of an Undetected Jet Failure

The problem of undetectéd_ jet failure is similar to that of mass-mismatch,
although there alje important differenceé. The case of an undetected failed-on jet
presents no special control problem for the autopilot. This is because the angular
acceleration produced by the failed-on jet canbe considered eq'uivélent to an additional
offset acceleration produced by the ascent engine. In either case, the DAP
state-estimator filter estimates the acceleration as aﬁ offset acceleration, and no

error is introduced into the DAP's knowledge of net control authority.

The more d,ifficult case’ for the autopilot is that of an undetected failed-off
jet. When this jet is commanded to fire, the state estimator "'sees" the lack of
response as resﬁlting from an opposing step in offset acceleration. ‘(The effect is
similar to that of the mass-mismatch case wheretheDAP overestimates the single-jet
accelerations about the P,Q and R axes,) If the DAP designates the failed-off jet

for single-jet control, then control will temporarily be lost about that axis. This
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loss of control will exist until the attitude error or attitude-error rate is sufficiently
large to require mandatory two-jet control or until the estimate of net angular
acceleration becomes sufficiently small that the autopilot concludes that the cg lies
outside the single-jet control boundary. This situation is illustrated in Fig, D.6-13,
The V'axis phase-plaﬁe limit cyclesinthis figure are taken from a digital-simulator
run in which the effective cg diSplacement from the thrust vector is constrained to
be along the vehicle U axis, with Q and R components of 0.5 in, On paths A-B, F-G
and H-I, single-jet control (using the failed jet) is commanded., Thus, when the
phase-plane state lies on these paths, the only angulér acceleration acting about
the V' axis is the V' component of offset acceleration, and control is temporarily
lost. Paths B-C and G-H lieina regionof the phase plane which calls for mandatory
two-jet control. On these paths, since one operable jet is firing, control of the
vehicle is regained. On paths C-D and I-J, the estimated value of net angular
accelerationis sufficiently small to cause the autopilot to conclude that the single-jet
control boundary has been exceeded; two-jet control is then commanded. During
periods of the limit cycle in which the failed jet is not‘ commanded to fire (c.g
paths D-F and H-K), the state estiriator tends to reduce its offset-acceleration
estimate for the V' axis toward the correct value. This causes the estimate of net
single-jet angular acceleration to increase. At points E and K, the estimate of net
angular acceleration has become sufficiently large to cause the autopilot to conclude
that the cg again lies within the single-jet control boundary., It can be seen »fr"om
the above that, for the case being tested, the autopilot alternates between periods
in which it concludes that the cg lies within the single-jet control boundary and
periodsin which it concludes that the cg lies outside the single-jet control boundary. »
This results in "loose" limit-cycle activity, as can be seen in Fig, D.6-13. It will
be noted that the existence of mandatory two-jet control regions in the phase plane
does prevent unreasonably large attitude errors from building up. For a sufficiently
large offset torque about an axis requiring a failed-off jet. fof single-jet control,
the DAP will alwaysdetermine that the offset acceleration lies outside the single-jet
control boundary. The offset torque about the axis in question must exceed 275 2
ft-1b (half the torque produced by one RCS jet) for this to be true. Since single-jet

control isnever called for, inthis case, reasonably tight 1imit cycles can be expected.

D.6.5.4 Velocity Errors

- In general, theaverage attitude error for an autopilot phase-plane limit cycle

is non-zero and will depend upon the values of offset acceleration and RCS control
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acceleration, During each 2-sec guidance period, this average attitude error will
tend to produce ''cross-axis' velocity, i.e., a component of velocity normal to the
commanded direction of the ascent-engine thrust vector, An additional source of
cross-axis velocity is the inaccuracy in the knowledge (by the guidance law) of the
direction of the ascent-engine thrust vector with respect to the vehicle axes, One
of the functions of the FINDCDUW Guidance/Autopilot Interface Routine (see Section
C.7) istorespond toa biasin thrust directionand to modify the commanded direction
of thrust provided by the guidancelaw to correct thebias, The partof the FINDCDUW
routine which performsthis functionis the Thrust-Direction Filter. In the presence
of a fixed bias in the direction of the LM ascent-engine thrust vector with respect
to the desired X-axis orientation, the Thrust-Direction Filter acts as a first-order
filter with a time constant of 8 sec. In general, therefore, it can be expected that
“for a fixed bias in the direction of the thrust vector with respect to the DAP's
desired vehicle X-axis difection, 24 sec will be required for the filter to correct
for 95 percent of the bias, ‘

The effects of autopilot bias and thrust-vector misalignment during powered
ascent on velocity errors at engine cutoff have been tested on the All-Digital
Simulator, The tests used the APS powered-flight guidance program, P42, with
external AV guidance. A light ascent vehicle was assumed and AV was supplied as
aninput to the program, It was concluded from this study that the Thrust-Direction
Filter was effective in reducing the cross-axis velocity resulting from either of
the causes discussed above, Attitude-pointing errors produced by the cant ova,the.
ascent engine from the vehicle X axis are easily corrected, since the engine cant
is a fixed bias throughout the run. Cfoss—axis velocity at cutoff for all of the runs
was generally within 1 ft/sec. {(In two test cases, however, cross-axis velocity
exceeded 1 ft/sec. Anextreme off-nominal'cg close to the maximum cg displacement
which can be controlled by ithe DAP produced a 2 ft/sec error at cutoff. In a case
where the cg was constrained to lie along the thrust vector, a 1,25 ft/sec error
resulted, Inthislatter case, a slow oscillation of the FINDCDUW thrust-axisdirection
results, This is a consequence of the flow limit-cycle period in the phase plane
for the case in which the offset acceleration is zero. Since the limifcycle period
is much larger than the 2-sec guidance period, the Thrust-Direction Filter follows

the slow oscillation.,)
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D.6.6 CSM-Docked Powered Flight

The contingency of a CSM Service Propulsion System failure prior to the
initiation of lunar landing would require that the LM descent configuration become
the active spacecraft, pushing the CSM/LM configuration into a trajectory for the
flight back to earth. Design considerations for LM DAP control of the CSM-docked
configuration are complicated by radically altered control authorities and mass
distributions and four physical constraints—bending and torsion at the docking
terminal; slosh interactions Between the two vehicles; RCS jet-plume impingement;

and engine-on and throttling transients, These constraints are discussed below,
'D.6.6.1 Bending and Torsion Constraints

Bending oscillations—and torsion, to a lesser degree—could jeopardize the
structural integrity of the docking tunnel which joins the two comparatively rigid
vehicles, Accordingly, appropriate care must be taken in the LM DAP design to
ensure that the RCS jets (the principal instigators of bending excitation at critical

frequencies) reinforce bending amplitudes.

D.6.6.2 Slosh Constraintv

When the vehicles are in the CSM-docked configuration, consideration must
be taken for the slosh modesimposed by the presence of both CSM and LM propellant.,
It must be verified that the LM DAP design ensures that the Gimbal Trim System
(the principal 'agitator of slosh) does not cause slosh amplitudes to exceed acceptable

levels,
D.6.6.3 RCS Jet-Plume Impingement Constraints

Thermal constraints imposed by RCS jet-plume impingement are even more
severe in the CSM-docked configuration than in the LM-alone. (Section D.6.3
discusses these constraints in the context of LM coasting flight.) In the docked
configuration, the LM RCS jets canimpinge on both vehicles. The problem is further
aggravated, because thelarger pitch and roll inertiasassociated with the CSM-docked

configuration necessitate longer jet-on times to achieve desired performance.
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To combat the serious thermal constraint imposed by the jet-plume impinge-
ment, the crew can initiate, via the DSKY, LM DAP routines to inhibit the firing of
U- and V-torquing jets during CSM-docked powered flight, In addition to this
software approach, jet-plume deflectors were added to the LM; their effect upbn
LM DAP control of the CSM-docked configuration is discussed in Section D.6.3.

\

D.6.6.4 Constraints Related to Engine-On and Throttling Transients

Because all but the yaw-axis jeté are inhibited during' CSM-docked powered
ﬂight (thus preventing impingement on either the CSM or the LM jet-plume
deflectors), the GTS must assume control of the spacecraft about the pitch and roll
axes, Under these circumstances, engine-on and throttling trénsients beéome-a
serious GTS design consideration, These ’cransients stem from three factors—
computational underflow, initial - mistrims of thedescent-engine bell, and compliance

of the descent-engine mount,

Until the computational—uﬁderﬂow problem was solved in the LUMINARY IA
program (for Apollo 11), the scaling of the GTS control law was such that attitude
errors could not bedetected for the CSM-docked config‘uration at low thrust, Attitude
errors could thus not be steered out during the ten-perceﬁt thrust vp.erio'd (26 séc)
prior to throttle-up. A 40-pebrcen1; manual throttle-up a few seconds after ignition
avoided these errors*; at this thrust level, the more significant attitude errors
could be detected by the GTS and steefed out, ‘Because it yielded superior
performance, thigintermediate manual throttle-up procedure was retained even after

the computational-underflow issue was resolved.

Transients are also produced by mistrims of the descent engine prior to
ignition, (A "mistrim" is here defined asa deviation of-the engine-bell orientation.)
Because the engine-bell gimbal drive rate is only about 0.2 deg/sec for the descent
engine, substantial time is required to corréct large initial mistrims, during which

significant excursions in attitude error, rate and acceleration might occur,

§

All four of thesetransient factorsare kept toa minimum by this 40-percent manual
throttle-up procedure.
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The descent-engine mount has a thrust-proportional misalignment (cbmpii-—
ance)associated with abrupt throttle changes. Thisassociation effectively introduces
a mistrim at throttle~up—or any other throttle manipulation—with an effect compa-

rable to that noted in the previous paragraph.
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A NOTE ON SOURCES

Bythetimethisrecord of MIT's Apollo software efforts entered the germination
stage, many of the souls who had participafed in those efforts had begun to disperse
to other projects—both withiﬁ and without the Draper Laboratory. Nonetheless,
virtually all wanted to ascertain that that part of the history in which they played
such important roles was finally, indeéd, recorded, Some personally documented
their accomplishments; others supplied bits and pieces that eventually interlocked
to permit the constructionofa unified whole. A considerable amountof the 1nformat10n
recorded within these pages could be gleaned from documents that already ex1sted
but a surprising—indeed, exasperating—amount had never before been documented.
For the latter, memories had to be tapped and taped; 57 transcribed interviews,
countless conversations and mountains of notes bear testimony to the cooperation

and enthusiasm which I encountered along this historical path-o

Considerably more information was gathered than could be presented within
any single cohesive text., But what I hope has remained is an insight into the team
which carried the concept of Apollo software from a hopeful infancy, 'thrdugh an oft
turbulent adolescence, to its magniﬁc’ently successful goal., The Apollo software
team was a heterogeneous, sometimes colorful lot, one which demonstrated two
basic characteristics: competence and perseverence. The pressures 1mposed by
the schedule somletimes revealed frailities, but more often demonstrated elemental
strengths, The epoch which this history records was a significant time in all the
participants’ i)rofeésional and pérsonal lives, and, in recalling this period, no one
felt dispassionate, Despite the crushing schedules, the fantastic amount of mental
and physical exertion which the project came to demand—the goal which was to be

reached seemed to energize us all,

Not every member of the Apollo software team contributed to this report, but

a great many did, some extensively, some less so, In listing these persons below,

%

A compendium of abstractsof all Laboratory reports pertaining to Project Apollo
appears as an Appendix to Volume I of this report,
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Stephen L., Copps
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